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Graph Node Based Interpretability Guided
Sample Selection for Active Learning

Dwarikanath Mahapatra∗, Alexander Poellinger, Mauricio Reyes

Abstract— While supervised learning techniques have
demonstrated state-of-the-art performance in many medical
image analysis tasks, the role of sample selection is impor-
tant. Selecting the most informative samples contributes to
the system attaining optimum performance with minimum
labeled samples, which translates to fewer expert interven-
tions and cost. Active Learning (AL) methods for informa-
tive sample selection are effective in boosting performance
of computer aided diagnosis systems when limited labels
are available. Conventional approaches to AL have mostly
focused on the single label setting where a sample has
only one disease label from the set of possible labels.
These approaches do not perform optimally in the multi-
label setting where a sample can have multiple disease
labels (e.g. in chest X-ray images). In this paper we propose
a novel sample selection approach based on graph analysis
to identify informative samples in a multi-label setting.
For every analyzed sample, each class label is denoted
as a separate node of a graph. Building on findings from
interpretability of deep learning models, edge interactions
in this graph characterize similarity between corresponding
interpretability saliency map model encodings. We explore
different types of graph aggregation to identify informative
samples for active learning. We apply our method to public
chest X-ray and medical image datasets, and report im-
proved results over state-of-the-art AL techniques in terms
of model performance, learning rates, and robustness.

Index Terms— Interpretability, Graphs Multi-label, Sam-
ple Selection Lung disease classification.

I. INTRODUCTION

Although supervised Deep Learning (DL) approaches
trained on large datasets have shown state-of-the-art perfor-
mance on medical image analysis tasks, obtaining large labeled
datasets is challenging due to the high levels of required data
curation time and expertise. In this sense, Active Learning
(AL) methods enable a progressive learning that is suited
for clinical setups where improvements over time, based on
expert-feedback, is desired. In AL, given a deployed model and
a pool of test (i.e. unlabeled) samples, the most informative
ones are selected, expert-queried for labels, and used to further
train the model. In this regard, central to AL is the identifica-
tion of informative samples that enable a model to obtain high

D. Mahapatra is with the Inception Institute of Artificial
Intelligence, Abu Dhabi, United Arab Emirates. (email:
dwarikanath.mahapatra@inceptioniai.org)

A. Poellinger is with the Department of Diagnostic, Interventional
and Pediatric Radiology, Inselspital, Bern University Hospital, Bern,
Switzerland, and University of Bern, Switzerland.

M. Reyes is with the ARTORG Center for Biomedical Engineering
Research, University of Bern, Bern, Switzerland

Manuscript received *********; revised ***********.

performance with minimal labeled samples (i.e. high learning
rates). Such characteristic is particularly important when AL-
based technologies are required to swiftly adapt to potential
changes of the imaging protocol, vendor type, model, etc.

Current AL-based methods have been developed for a
single-label setting where a given sample is assumed to have
only one class label. However, multi-label settings are preva-
lent, especially in chest X-ray images, where an input image
can present multiple conditions. The multi-label setting poses
additional challenges since an expert has to analyze the image
for the presence of multiple pathologies and account for their
interactions. In this multi-label setting, informative sample
selection is more challenging since one needs to consider the
mutual influence and similarity of all potential class labels,
as well as the different levels of class complexity (i.e. some
diseases are more easily detectable than others). Hence it is
imperative to develop informative sample selection techniques
for multi-label settings.

In this paper we propose an AL-based approach for infor-
mative sample selection in multi-label settings. Using multi-
label classification of chest X-rays as use case, we describe
an approach to model intra-sample class label similarities
through a graph model, where graph nodes describe class-
specific latent representations of corresponding interpretability
saliency map, and edges in this graph describe their similarity.
In order to identify informative samples for active learning in
this multi-label setting, we describe and report results using
three different types of graph aggregation strategies to combine
the information contained on each sample’s graph directly into
a sample selection ranking metric.

In the next section we summarize the prior work on active
sample selection, and further motivate our proposition, ratio-
nale and hypothesis for a graph node based interpretability-
guided sample selection for active learning.

II. PRIOR WORK ON ACTIVE SAMPLE SELECTION

In AL a deployed model progressively improves over time
as new training samples are made available through expert
annotation. This enables a progressive learning capability
based on expert-feedback. Due to the time limitations in clin-
ical settings, sample selection methodologies are fundamental
to attain optimal system performance with minimal expert
interactions. In deep-learning for medical image computing
applications, different informative sample selection approaches
have been investigated, including sample entropy [1]–[3],
model uncertainty [4]–[7], Fisher information [8] , visual
saliency [9]–[11] and clustering [12].
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Sample entropy reflects the difficulty of the model to
classify a sample, with higher entropy characterizing higher
sample informativeness. In [2] sample entropy along with least
confidence, and margin sampling metrics are used to select
informative samples while [13] uses Generative Adversarial
Networks (GAN) to synthesizes samples close to the decision
boundary, which are then annotated by human experts. [14]
use a GAN model to generate high entropy samples, which
are used as proxy to find most similar samples, from a pool
of real sample candidates, to be annotated by experts.

Uncertainty-based methods identify most informative sam-
ples as those for which a model is most uncertain. [7] propose
a two-step sample selection approach based on uncertainty
estimation, followed by a second selection step based on a
maximum set coverage similarity metric.

Test-time Monte-Carlo dropout [6] has been used to esti-
mate uncertainty of samples, and consequently select most
informative ones for label annotation [4]–[6], with the ap-
proaches in [5] and [4] differing from [6] as they incorporate
a conditional GAN-based data augmentation to synthesize
similar samples to those selected by the uncertainty criteria,
in order to further boost the learning rate of the model. The
work of [6] was followed up in [15] to solve redundancy
issues where many similar samples are selected. Instead of
using MC dropout to yield uncertainty estimates, the authors
in [16] proposed a more computationally intensive solution via
model ensembling to characterize sample informativeness in
a query-by-consensus scheme, where higher disagreement is
associated to higher sample uncertainty.

Based on the Fisher information metric, the authors in
[8] proposed to select samples based on an efficient low-
dimensional approximation of the Fisher information metric
targeting Convolutional Neural Networks. The approach, how-
ever, relies on a pre-selection step based on sample uncer-
tainty estimation, and its performance hence depends on the
sensitivity level of such uncertainty-based pre-selection. Other
approaches include the work of [12] where sample selection is
based on a representativeness approach wherein image patches
are first projected into a latent space (e.g. via a Variational
Autoencoder), clustered in the latent space and sorted by
their representativeness using a cosine distance maximum set
coverage metric, as done in [7].

The state-of-the-art in active learning is mostly dominated
by methods relying on uncertainty estimations. However, the
reliability of uncertainty estimations has been questioned for
deep neural networks used in computer vision and medical
imaging applications due to model calibration issues [17]–[26].

These findings further motivate our proposition to investi-
gate alternative approaches to select informative samples for
active learning. Furthermore, as pointed out recently in their
survey paper on active learning and human-in-the-loop learn-
ing [27], interpretability mechanisms are crucial for medical
imaging applications where experts and AI systems interact.

In [28], we propose an interpretability-guided sample selec-
tion approach featuring state-of-the-art performance for clas-
sification and segmentation tasks, where latent representations
of saliency maps from pool samples, are used by an additional
machine learning classification model to rank samples by

their informativeness level. Improving over this work, here
we avoid the need of training a second machine learning
model needed to rank samples by their informativeness level,
and propose a direct approach to rank them. In addition, the
proposed approach explicitly considers class distinctiveness
across all class labels for each pool sample, instead of only
using the information from the saliency maps calculated for
the predicted class, as done in [28].

A. Multi-Label Active Learning
There are quite a few works that deal with multi-label

based active learning, and a comprehensive survey can be
found in [29], [30]. In [31] a Multi-Class AL approach is
introduced that performs graph based label propagation in a
transductive manner. However, this work is not of a multi-
label setting. Wu et. al. [32] propose “Example-label”-based
AL (LEMAL) where the samples are selected on the basis of
maximum uncertainty across all label classes. Reyes et. al. [33]
propose two uncertainty measures based on the base classifier
predictions and use the inconsistency of a predicted label set
to select the most informative example. [34] use correntropy
calculated across all labeled and queried samples to select
the most informative sample. Li et. al. [35] propose a max-
margin prediction uncertainty strategy and a label cardinality
inconsistency strategy to measure the unified informativeness
of unlabeled instances.

The above works do not explicitly address the multi-label
scenario where a sample can have multiple labels. Some works
focus on the multi-class scenario where a sample has only one
possible label from a set of multiple labels. Different from the
above works we focus on the multi-label setting and our graph
based approach learns a more accurate relationship between
different labels.

In this paper we propose a novel approach for selecting
informative samples in a multi-label setting. Different from
prior works, here we propose to use interpretability saliency
maps and graph analysis to identify most informative sam-
ples. The motivation for our proposition and hypothesis are
founded on the following rationale. As a classification model
is trained, class-specific features are learned to improve class
distinctiveness. In state-of-the-art active learning approaches,
such class distinctiveness is enforced by selecting samples
through metrics that overall reflect the higher complexity of
a given sample to be classified (e.g. high uncertainty, high
model’s loss function values, etc.). In interpretability of deep
learning models, saliency maps can in general terms be seen
as fingerprints of model’s response to an input. These saliency
maps result from back-propagated gradients, calculated from a
user-specified output class label to the input. Hence, for a given
sample, saliency maps for all potential output class labels can
be calculated. We hypothesized that this set of information can
be used to characterize the level of class distinctiveness of a
given sample across all potential class labels, and therefore be
used to derive a sample selection metric for active learning,
where samples featuring an overall1 low class distinctiveness

1hence the name Gestalt: whole is more important than the sum of its
component
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would be prioritized for active learning sample selection.

III. CONTRIBUTIONS

In this paper we make the following contributions:
1) We propose a novel concept called Graph NodE BaSed

InTerpretAbility Guided SampLe SelecTion approach
(GESTALT), where interpretability information across
all potential class labels is combined to derive a novel
sample selection metric, leading to improved model
performance, learning rates and model generalization. In
comparison to the state-of-the-art methods, the proposed
GESTALT approach is designed to consider a better han-
dling of sample selection for multi-class classification
problems, and in comparison to other interpretability-
based state-of-the-art method does not require additional
machine learning models to perform ranking of infor-
mative samples. We report results using three differ-
ent graph aggregation variants of GESTALT. The best
variant includes a novel mechanism to consider prior
information of the distribution of intra-sample class
distinctiveness, as seen by the model during learning.
We also include a second mechanism to consider the
different levels of complexity in detecting diseases.

2) We demonstrate the added value of the proposed
interpretability-driven active sample selection approach
by means of comparison to an standard active learning
(i.e. no sample selection involved), and state-of-the-
art uncertainty-driven and interpretability-driven active
learning approaches on two public lung-disease clas-
sification databases, and four other datasets of retinal
fundus, pathology, dermatology and breast ultrasound
images.

IV. METHODS

A. Motivation
In a previous work [28] we presented an approach that

employs interpretability saliency maps to identify the most in-
formative image samples in a pool for active learning, outper-
forming current uncertainty-based sample selection methods.
In [28] we also show during training of a model via active
learning, its corresponding saliency maps also evolve during
the training process, and the information contained in their
latent representations can be used in a self supervised learning
setup, to train a random forest classifier that ranks the infor-
mativeness of samples. Two limitations of this method are:
1) it involved a two-stage process where the self supervised
learning stage requires a separate training step; 2) The method
did not explicitly take into account the multi-label setting and
solely relies on a saliency map calculated on the predicted
class. In our current work we address the above shortcomings
by proposing an end-to-end trainable model to identify multi-
label informative samples by jointly considering the mutual
influence of all potential class labels.

B. Main Components Of Proposed Method
Figure 1 shows the general workflow of our proposed

method. Given a set of unlabeled test samples (i.e. sample

pool), and an associated deep learning classification model
(e.g. DenseNet) trained iteratively during active learning, an
interpretability saliency map generator is used to produce
saliency maps (or the class activation maps) for each potential
class label. The saliency maps are inputted to the GESTALT
module, which ranks the most informative samples. Selected
informative samples are then queried for labels, and added to
retrain and update the classification model. We describe each
component in detail and in relation to the clinical problem
of automating lung disease classification, as well as baseline
methods used to benchmark the proposed approach.

1) Classification model: Although the classification model
is not a contribution of our method we include it to facilitate
the presentations and descriptions of the data workflow. Any
robust classification model can be used as the approach is
not restricted to particular architectures. For lung disease
classification from X-ray images, we experimented with 3
different models namely, DenseNet-121 [36],ResNet-50 [37]
and VGG16 [38], and found the DenseNet-121 architecture
to perform the best. Below, we denote as M , the DenseNet-
121 model, and point the reader to section V-E, for further
implementation details of the trained model.

2) Interpretability Saliency Map Generator: Saliency maps
(also called heatmaps) operate under the basic principle of
highlighting areas of an image that drive the prediction of
a model. Among several approaches,the importance of these
areas can be obtained by investigating the flow of the gra-
dients of a DL model calculated from the model’s output
(i.e., selected class label) to the input image, or by ablation
mechanism analyzing the effect of a pixel (or region) to the
output when that pixel (or region) is perturbed. In this work
we focus on gradient-based saliency maps, building on our
observations from [28], on the ability of latent representations
of saliency maps to encode information regarding sample
informativeness.

To generate interpretability saliency maps we use the iN-
Nvestigate library [39] 2, which implements several known
interpretability approaches. We employ Deep Taylor, a known
interpretability approach to generate saliency maps, due to its
ability to highlight informative regions while yielding minimal
importance to other regions. Deep Taylor operates similarly
as other interpretability approaches by decomposing back-
propagation gradients, of the studied model, into layer-wise
relevance maps of individual cell activations, as a function
of a queried input sample and class label (e.g. disease class).
Each neuron of a deep network is viewed as a function that
can be expanded and decomposed on its input variables. The
decompositions of multiple neurons are then aggregated or
propagated backwards, resulting in a saliency map [40].

Figure 2 shows the saliency map visualizations using Deep
Taylor and Grad-CAM for two images. The image in the
top row has similar regions highlighted by both approaches.
However, for the bottom row image the localized regions are
quite different. Deep Taylor method highlights regions near
the lung but the Grad-CAM method tends to localize an area
beyond the lung region where there is no anatomy of interest.

2https://github.com/albermax/innvestigate

This article has been accepted for publication in IEEE Transactions on Medical Imaging. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMI.2022.3215017

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University Bern. Downloaded on October 28,2022 at 08:18:52 UTC from IEEE Xplore.  Restrictions apply. 



4 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. XX, NO. XX, XXXX 2021

Fig. 1: Workflow of proposed GESTALT concept for Graph NodE BaSed InTerpretAbility Guided SampLe SelecTion approach.
Given pool samples and a trained classifier, interpretability saliency maps for all class labels (illustrated here with five classes)
are generated for each testing sample, yielding class-specific graph representations. The GESTALT module then ranks the most
informative sample based on multi-label setting. Three different variants to rank samples are presented (described in section
IV-D). Orange-colored blocks are standard and interchangeable components in the pipeline.

(a) (b) (c)

Fig. 2: Comparative visualization of GradCAM and Deep
Taylor models. (a) original image; Saliency maps using (b)
Deep Taylor method; (c) Grad-CAM method. Especially for
the bottom row image, the Deep Taylor method gives a more
accurate localization of informative regions than Grad-CAM.

This justifies our choice of using Deep Taylor approach for
generating saliency maps, which is supported by a radiologist
with more than 15 years of experience. Overall, in this study
we selected DeepTaylor because of its greater accuracy in
highlighting important regions.

C. Multi-Label Sample Informativeness

Figure 3 illustrates the concept behind GESTALT and shows
the different aggregation strategies used in this paper. We also
show the intuition behind different strategies. Our graph is
arranged in the following manner:

1) We represent each image sample as a separate graph.
2) Within a graph each of the class labels (representing a

disease or condition) is represented by a node.

3) At each node, a class label is represented as the la-
tent representation of the corresponding class-specific
saliency map.

4) Edge weights in the graph represent the similarity be-
tween corresponding nodes using latent representations.

Assuming there are K nodes in each graph (i.e., K classes),
each node has K − 1 edge weights to all the other nodes. Let
us denote the edge weight between nodes i, j as wij , which
is defined as

wij = cosine similarity(zSI,i
, zSI,j

), (1)

where zSI,i
and zSI,j

are the latent feature vectors derived
from saliency maps S of sample image I for class labels i and
j, respectively. cosine similarity is a commonly used metric
employed to compare latent representations. Since its range of
values is bounded , the cosine similarity is also a good option
for its inclusion in a loss.

In conventional approaches informative samples are deter-
mined based on the assumption that each sample has one
label. However in order to identify most informative sample
for multi-class settings, we propose to incorporate class labels
interactions using a graph node based ranking metric scheme.

D. Graph Based Sample Ranking Methods

To aggregate the information contained on each graph to de-
rive a sample informativeness ranking metric, we experiment
with three different approaches, described as follows:

1) Node Ranking Across Graphs: Given a sample pool of N
images to be ranked by their informativeness, corresponding N
graphs are constructed, each composed of K nodes connecting
to other K−1 nodes with edge weights calculated using Eqn.1.
Per graph, a node-based aggregation can then be calculated as:

wk =
∑

j∈(1,...K),j ̸=k

wkj , (2)
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Fig. 3: Graph node based sample informativeness ranking. Three different variants (i), (ii), and (iii) to rank samples in a pool.
Variant (i): Edge-weights are aggregated per node, and then ranked for each class label and across all samples. Final sample
ranking consists of averaging ranks per sample. Variant (ii): Edge-weights are directly ranked across all samples. Final sample
ranking consists of averaging edge ranks per sample. Variant (iii): Edge-weights are aggregated per node in a weighted manner,
with weights enabling comparisons of edge-weights of pool samples to prior edge-weight information acquired during model
training. Aggregated edge-weights are then ranked for each class label and across all samples. Final sample ranking consists
of averaging ranks per sample. Note: diagram using a fix number of six classes for illustrative purposes only.

where wk denotes the aggregated weight for node k (k ∈
(1, . . . ,K)).

Given N graphs, each one with K nodes, we denote matrix
W = (wn

k ) ∈ RN×K , with entry wn
k describing the aggregated

weight for the k-th node of the n-th graph.
For each k-th node, aggregated weight nodes are compared

across the set of N graphs by ranking them across columns
of matrix W. We denote matrix R = (rnk ) ∈ RN×K , with
column element rk = rank(w1

k, . . . , w
N
k )⊺.

In order to derive a final rank for sample n, we aggregate
ranks by calculating the mean rank of the individual node
ranks:

rnmean =
1

K

K∑
k=1

R(n, k). (3)

Samples are then directly ranked and the top-most informa-
tive ones can be selected for active learning.

We note that ranking of nodes for the same class label
is performed in order to account for the different levels of
complexity in distinguishing each class (i.e., some diseases
are harder to differentiate than others, and hence their distinc-
tiveness is lower). This design allows us to handle different
levels of distinctiveness typically seen in clinical scenarios, as
the ranking values, and hence the sample selection process,
will not be biased towards classes of intrinsically higher
complexity. As comparison, a less optimal alternative would

be for example, to first average all edge weights per sample,
and then rank samples by these average values. Such strategy
is less optimal since the averaging does not account for the
fact that class labels have different levels of similarities (Eq.
1). To further illustrate this rationale, we make the parallel to
grand challenges in medical image analysis, where instead of
calculating an average metric across a testing set, to then rank
by these average values (i.e., ranking of average values), it is
preferred to rank per case and then average the ranking values
(i.e., average of ranking values), as such approach considers
the different levels of complexity of cases in a population.
Since this approach is based upon the ranking of nodes, we
denote this ranking method as GESTALTNode.

2) Edge-weight Ranking Across Graphs: In this second vari-
ant we determine the most informative samples using ranks of
the edge weights. Contrary to the first variant where we first
aggregate edge weights per node to then rank them, here we
invert the process and rank edge weights and then aggregate.
Given a sample pool of N images to be ranked by their
informativeness, corresponding N graphs are constructed, each
composed of K nodes and comprising a total of K×(K−1)/2
edge weights (since we have an undirected graph), calculated
using Eqn.1.

We denote matrix W = (wn
e ) ∈ RN×K× (K−1)

2 , with entry
wn

e describing the edge weight for the e-th edge weight of
the n-th graph. Each edge weight on a graph is compared
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and ranked with the corresponding ones across all N graphs.
We denote matrix R = (rne ) ∈ RN×K× (K−1)

2 , with column
element re = rank(w1

e , . . . , w
N
e )⊺. In order to derive a final

rank for sample n, we aggregate ranks by calculating the mean
rank of the individual edge ranks:

rnmean =
2

K × (K − 1)

K×(K−1)/2∑
e=1

R(n, e). (4)

Samples are then directly ranked and the top-most infor-
mative ones can be selected for active learning. Since this
approach is based upon the ranking of edge weights, we
referred to this ranking variant as GESTALTEdge.

3) Weighted Node Ranking Across Graphs: In the third
variant we extend the node-based ranking (variant #1) and
incorporate knowledge from the evolving training set during
active learning. Given M training images (i.e., including those
added as the model is trained with newly queried samples),
we redefine equation 2 as:

wk =
∑

j∈(1,...K),j ̸=i

αkjwkj , (5)

where,

αkj =
wkj − wk

σk
(6)

wk =

∑M
m=1 W(m, k)

M
(7)

σk =

√∑M
m=1 W(m, k)− wk

M
(8)

The summary statistics, wk and σk are calculated for each
class label k of the aggregated node weight matrix W =
(wm

k ) ∈ RM×K , and used to construct z-scores α weights
based on summary statistics extracted from the training set.
The motivation behind this variant is to incorporate a prior
on the distribution of intra-sample similarities, modeled via
aggregated node weights per class label. In this manner, as
queried samples are analyzed their levels of informativeness,
and therefore their ranking, can be weighted in relation to
previously observed levels of intra-sample node similarities.

The rest of the procedure follows the same steps as for
the first variant to derive the final ranking per sample. When
the most informative images in a batch are identified, queried
for annotations and added to the training set, the summary
statistics wk, and σk, are updated for the next active learning
cycle.

V. BASELINE METHODS FOR COMPARISON

In this section we describe the baseline methods used for
comparison purposes.

A. Fully supervised Learning
The fully supervised learning (FSL) baseline consists of

a fully supervised approach trained on the designated train-
ing sets. It provides a performance reference obtained when
trained a model with all available data. We use a DenseNet-
121 classifier [41] for the CheXpert dataset, described below.

B. Standard Active Learning
As first baseline we considered a standard active learning

framework where no sample selection is considered, and pool
samples are randomly selected for querying and active learning
training. It is worth noting that in clinical practice the number
of samples reflects the amount of user interaction needed to
incorporate new samples into the next cycle of active learning,
and hence it needs to be kept as low as possible. In the results
section we refer to this approach as Random.

C. Uncertainty-driven sample selection
This corresponds to our second baseline. As proposed in [4],

[5], uncertainty estimation can be used as a metric of sample
informativeness for active learning. Given the deep learning
model M used for disease classification, mapping an input
image I , to a unary output ŷ ∈ R, the predictive uncertainty
for pixel y is approximated using:

V ar(y) ≈ 1

T

T∑
t=1

ŷ2t −

(
1

T

T∑
t=1

ŷt

)2

+
1

T

T∑
t=1

σ̂2
t (9)

σ̂2
t is the model’s output for the predicted variance for pixel

yt, and ŷt, σ̂
2
t
T
t=1 being a set of T sampled outputs.

The obtained uncertainty estimates are sorted from high to
low uncertainty, and the top-n samples are chosen for label
querying, and added to the next active learning cycle. In the
results section we refer to this approach as Uncertainty.

D. IDEAL Method
As third comparison approach we consider our previ-

ously proposed method in [28] which is denoted as IDEAL
(Interpretability-DrivEn sAmple seLection). Below we pro-
vide a brief description of IDEAL and refer the reader to [28]
for details.

In IDEAL, sample selection is based on a two-step ap-
proach. Given a set of pool samples, model predictions are
yielded for each pool sample, and corresponding saliency
maps are calculated for the predicted class. In a second step,
the objective is to associate a level of informativeness to
each pool sample based on the information contained in the
corresponding saliency map and rank the samples accordingly.
To this end, IDEAL employs an additional model trained to
classify the latent representation of obtained saliency maps
into a predefined set of clusters, each associated to a ranking
level (i.e. ordinal clustering), based on positive changes to
AUC observed on a separate validation set. The proposed
GESTALT approach also builds on information contained on
saliency maps, however it does not require an additional
model for sample ranking, as it directly ranks pool samples.
Furthermore, it explicitly considers the interactions across
multiple classes, instead of relying solely on the saliency map
for the predicted class, as it is the case of IDEAL.

E. Implementation details
Our method was implemented in TensorFlow. We trained

using DenseNet-121 [41] on NIH ChestXray14 dataset [42],
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as it is a common architecture used for the task of lung disease
classification, and also matching the benchmarked state-of-
the-art model in [28]. We used Adam [43] with β1 = 0.93,
β2 = 0.999, batch normalization, binary cross entropy loss,
learning rate 1e− 4, 105 update iterations and early stopping
based on the validation accuracy. The architecture and trained
parameters were kept constant across compared approaches.
Training and test was performed on a NVIDIA Titan X GPU
having 12 GB RAM.

Images are fed into the network with size 320 × 320
pixels. We employed 4-fold data augmentation (i.e. each
sample augmented 4 times) using simple random combina-
tions of rotations ([−25, 25]◦), translations ([−10, 10] pixels
in horizontal and vertical directions), and isotropic scaling
([0.95, 1.05] scaling factors). For generation of interpretability
saliency maps, we used default parameters of the iNNvestigate
implementation of Deep Taylor [39], as well as for GradCAM
[44], used to assess model performance for a different inter-
pretability approach. For uncertainty estimation we used a total
of T = 20 dropout samples with dropout distributed across
all layers [45]. During active learning the batch size for our
experiments was set to 16.

VI. RESULTS AND DISCUSSION

A. Dataset Description

We used the CheXpert dataset [46] consisting of 224, 316
chest radiographs of 65, 240 patients labeled for the presence
of common chest conditions. The training set has 223, 414
images while validation and test set have 200 and 500 images
respectively. The validation ground-truth is obtained using
majority voting from annotations of 3 board-certified radi-
ologists. Test images are labeled by consensus of 5 board-
certified radiologists. The test set evaluation protocol is based
on 5 disease labels: Atelectasis, Cardiomegaly, Consolidation,
Edema, and Pleural Effusion, which were selected in order to
compare to the IDEAL method [28].

For each task, the dataset was split into training (70%),
validation (10%) and test (20%), at the patient level such that
all images from one patient are in a single fold.

B. Comparative Results For CheXpert Dataset

In this section we present the main results obtained by
the proposed GESTALT method and comparisons with the
other benchmarked baseline methods presented in [28], and
described in section V. As evaluation metrics we adopted the
Area Under the Curve (AUC) evaluated for different methods
at every 10% increment of training data, to simulate an
active learning scenario. We show comparative results for the
following methods: 1) ‘GAL-Long et al.’- Graph-Based Active
Learning (GAL) approach of [31]; 2) ‘LEMAL-Wu et al.’: the
“example-label based sampling strategy (LEMAL)” approach
by [32]; 3) ‘CVIRS-Reyes et al.’- the Uncertainty sampling
based on “Category Vector Inconsistency and Ranking of
Scores (CVIRS)”. approach of [33]; 4) ‘AlphaMix-Parvaneh
et al.’ - the “Active Learning by Feature Mixing (Alpha-Mix)”
method of [47].

In Figure 4 we show the performance of the three proposed
variants of GESTALT using different ranking strategies, and
the other benchmarked methods. As reference, results obtained
with a fully-supervised model (FSL, AUC=0.902)) are also
included, and seen as an horizontal line on each plot.

From Figure 4 we observe that except for the random-based
sample selection method, all the AL based methods outperform
the fully-supervised learning model (FSL), confirming the
benefits of selecting samples based on their informativeness.
Among the other AL methods, the uncertainty-based approach
required 70% of the training data to surpass FSL, which
was surpassed at a much lower value for IDEAL, at 53%.
This finding aligns with other similar reports indicating the
capability of AL methods to further boost the learning rate
of trained models. This behavior aligns with previous works
where the same pattern is observed [7], [8], [14], but we note
that its exploration goes beyond the scope of this study.

Amongst the other methods, AlphaMix and GAL are the
best performing and show similar results. LEMAL and CVIRS
perform slightly better than a vanilla uncertainty approach
since they are based on uncertainty calculation.

As shown in Figure 4, amongst the proposed GESTALT
variants, the third variant, GESTALTWeighted−Node, based
on a weighted node ranking approach yielded the best re-
sults in terms of learning rate and final attainable AUC
values. In relation to IDEAL, GESTALTWeighted−Node yield
a statistically significant (p = 0.002) improved AUC of
0.0384 (0.9287 vs. 0.9671). The two other proposed ap-
proaches, GESTALTNode (AUC=0.9543) and GESTALTLink

(AUC=0.9465), also outperform IDEAL. GESTALTLink

shows slightly inferior performance than AlphaMix and GAL,
although GESTALTNode consistently outperforms the two
methods, and GESTALTWeighted−Node significantly outper-
forms AlphaMix and GAL.

We attribute the improved performance of all GESTALT
variants due to its explicit characterization of mutual in-
fluence across different labels. Within the three variants
we observe that GESTALTNode outperforms GESTALTLink,
which seems to be attributed to the better characterization
of node-to-node (or class-to-class) influencing, compared to
the link-to-link characterization that includes pairs of class
(effectively four classes per link-to-link comparison). The
improved results obtained by the node-based aggregation
strategy are further emphasized by the third GESTALT vari-
ant, where a prior-based weighted node aggregation was
investigated. The weighted node based ranking method,
GESTALTWeighted−Node, yielded the best results by incor-
porating prior information on the changing distribution of
the training data as the model is continuously trained. This
allows us to rank samples by their informativeness, not only
in relation to other samples in the pool, but also in relation to
previously observed samples. We note this is a novel feature
other methods have not explored before.

The final AUC values (i.e., at 100% data) were derived from
an average of 10 runs and the statistical significance with
respect to GESTALTWeighted−Node was calculated using a
paired t−test. Table I summarizes these results for the different
evaluated methods.
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Baselines GESTALT Variants
FSL Random Uncertainty IDEAL Node ranking Edge weight ranking Weighted node ranking

0.9023 (0.001) 0.9023 (0.0009) 0.9103 (0.008) 0.9287 (0.01) 0.9543 (0.03) 0.9465 (0.005) 0.9671

TABLE I: AUC values for evaluated baselines and proposed GESTALT approach from a 10-fold validation CheXpert dataset.
Values between parentheses correspond to p-values with respect to the best performing model, GESTALTWeighted−Node

(a)

(b)

Fig. 4: CheXpert Dataset: AUC measures at different per-
centage levels of training percentage for baselines (indicated
with dotted lines) and proposed approach, including three
investigated variants. (b) Shows results for three multi-label Al
learning approaches. As reference, AUC of a fully-supervised
model (FSL) is also included as an horizontal line. Improved
learning rates and model performance is observed for the
proposed GESTALT approach.

C. Ablation Studies

In this section we include two different ablation experiments
in order to (i) analyze the effect of choosing the least informa-
tive samples (instead of the most informative) on the learning
curves, (ii) utilize the input images, instead of the interpretabil-
ity saliency maps for feature extraction; (iii) use fixed values
of α in the weighting parameter for GESTALTWeighted−Node .
The first experiment aims at assessing the impact of the sample
informativeness ranking, while the second experiment aims at
showing the benefits of employing the saliency maps, instead

Fig. 5: Ablation studies on the lung classification task to
analyze the effect of choosing least informative samples (in-
stead of the most informative) on the learning curves. Results
confirm the importance of selecting informative samples.

of the input images, to rank samples by their informativeness.
Figures 5 shows the classification performance of models

when the sample informativeness ranking is inverted, and
hence, least informative samples per batch are selected. In
comparison to Figure 4, we observe in this ablation an
overall decrease of the learning rate, lower than the random-
based sample selection baseline. In the initial stages since
the selected samples are not very informative the increase
on learning rate is very low. However, As the number of
training samples reaches approximately 60%, the learning rate
increases, which we attribute to fact that the remaining samples
are more informative and the models benefit more from their
integration into the training set. ‘Random’ continues to have
the same behaviour because it does not involve any sample
selection. These results confirm the importance of selecting
informative samples.

1) Using Latent Features From Images: Figure 6 shows the
AUC curves for the second ablation experiment, where we
test the benefit of employing the saliency maps as source of
sample informativeness vs. the one obtained directly from the
input image. As shown in Figure 6 by using image features
we obtain a maximum AUC of 0.9231, compared to an AUC
of 0.9671 when using saliency maps for a model based on
weighted node aggregation. These results also align with those
reported in our previous work [28], suggesting that saliency
maps highlight information regarding the pathology, whereas
latent representations of the entire image also encode other
information (e.g. overall anatomy) of much lower relevance
for the trained model. Consequently, using deep features from
the input image leads to inferior performance.
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Fig. 6: Ablation studies on the lung classification task to
analyze the effect of choosing image features instead of
saliency map features.

Fig. 7: AUC plot for fixed values of α in Eqn. 5 for
GESTALTWeighted−Node.

2) Fixed Values of α in Eqn. 5: In Eqn. 5 the value of α
changes dynamically with the change of the training samples.
This incorporates a dynamic prior knowledge into the node
ranking process. We also investigate the effect of using a
fixed α on the performance by varying α between [0.05, 1]
in steps of 0.05 and found the best performance for α = 0.75.
However this level of performance is lower than using a
dynamic value of α. Figure 7 shows the learning curves for the
top 3 values of α. As expected, our originally proposed variant
of GESTALTWeighted−Node does much better than using a
fixed α.

D. Influence of Saliency Map Computation
In this section we show results when using a different

saliency map extraction method such as Grad-CAM [44] in
order to assess the sensitivity of the approach when using a
different interpretability approach. As alternative approach we
employed Grad-CAM [44], due to its popularity.

Figure 8 shows AUC plots using Grad-CAM generated
saliency maps. Overall, we observed similar findings as
to those reported above using Deep Taylor saliency maps,

Fig. 8: AUC measures using Grad-CAM saliency maps at
different percentage levels of training percentage for base-
lines and proposed GESTALT approach. Plots are shown for
IDEAL and GESTALT variants. As reference, AUC of a fully-
supervised model (FSL) is also included as an horizontal line.

showing the superiority of the proposed approach over the
baselines. However in comparison with Deep Taylor, model
performance yielded via Grad-CAM is lower for each of
the corresponding feature extraction methods (see Figure 4).
These results then suggest that while improved performance
is expected with the proposed GESTALT using different
interpretability approaches, selection of the interpretability
approach is still needed. This aligns with previous reports and
recommendations, regarding differences among interpretability
methods proposed in the literature [48], [49]. Nonetheless,
the modularity of the proposed pipeline facilitates testing and
selection of its different components.

E. Influence of Multiple Labels on Learning

We analyzed the performance levels of different bench-
marked models trained with samples having co-occurring
disease labels. Since there are relatively few samples with a
large number of co-occurring labels, we tested performance at
K = 5 number of labels. As evaluation metrics we evaluated
two different metrics suggested for multi-class scenarios, and
available within scikit-learn [50]: 1) Label Ranking Average
Precision (LRAP), which measures the label rankings of each
sample, where ranking is based on the model’s prediction
scores. LRAP values are bounded [0,1], with 1 being the
perfect score. 2) Ranking Loss [51], which averages over the
samples the number of label pairs that are incorrectly ordered,
and with perfect score at zero.

In Table II we observe that for K = 5,
GESTALTWeighted−Node gives the best performance as
per the lowest Ranking loss and highest LRAP values. There
are clear improvements over the baseline DenseNet-121 and
the results of Pham et al. [52], which is the second best
ranked method for the CheXpert dataset. This demonstrates
that our graph based approach identifies more informative
multi-label samples because of the inherently better approach
of graph based methods to learn multi-label interactions.
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Baseline Methods GESTALT Variants
DenseNet-121 Pham [52] Link Node Weighted-Node

Rank-Loss ↓ 0.21 0.18 0.15 0.14 0.12
LRAP ↑ 0.8786 0.8934 0.9013 0.9124 0.9211

TABLE II: Ranking Loss (lower is better) and label ranking
average precision (LRAP, higher is better) values for different
methods in the multi-label K = 5 setting.

F. Robustness and Generalization

In order to test the robustness of the proposed approach
we added simulated noise of µ = 0 and different σ ∈
{0.005, 0.01, 0.05, 0.1}. Figure 9 shows the AUC values
for the baseline performance of GESTALTLink and differ-
ent σ. The results are close to GESTALTLink for σ =
0.005, 0.01, but starts to degrade significantly for noise levels
above σ = 0.01, which we term as noise threshold. The
noise threshold for GESTALTNode is σ = 0.015 and for
GESTALTWeighted−Node it is σ = 0.019, indicating higher
robustness to noise.

Figure 10 shows the change of the loss function for multiple
methods on the validation set. All the methods converge after
sufficient number of iterations. However, the error for the
baseline methods of DenseNet-121 and Pham is higher than
the proposed GESTALT based approaches. Our GESTALT
based approaches also converge earlier than the baseline
methods, thus demonstrating an added advantage. Amongst the
three variants of GESTALT, GESTALTWeighted−Node shows
the lowest error and earliest convergence thus highlighting the
benefits of including additional information from unlabeled
data.

Fig. 9: AUC measures for different features for added Gaus-
sian noise of µ = 0 and different σ. The values are shown in
reference to GESTALTLink.

G. Performance on Additional Datasets

Considering the fact that most publicly available medical
image datasets fall in the multi-class setting, the multi-label
setting is restricted to chest X-ray datasets. We run our model
on the NIH ChestXray14 dataset [42] having 112, 120 expert-
annotated frontal-view X-rays from 30, 805 unique patients.

Fig. 10: Loss curves for proposed GESTALT variants and
benchmarked approaches.

The set of labels is the same as the CheXpert dataset. We
show the learning plots for different methods in Figure 11
which show a similar phenomenon for the CheXpert learning
rates in Figure 4.

We also show results on the multi-class MedMNIST
dataset [53] due to its balanced and standardized datasets
spanning across various modalities. We select subsets of
the collection appropriate for multi-class disease classi-
fication, namely, BreastMNIST [54] having 546/78/156
breast ultrasound images in the training/validation/test split
for malignancy detection, DermaMNIST [55], [56] hav-
ing 7007/1003/2005 training/validation/test dermatoscope im-
ages for lesion classification, RetinaMNIST [57] having
1080/120/400 training/validation/test fundus images for di-
abetic retinopathy severity grading, and TissueMNIST hav-
ing 165, 466/23, 640/47, 280 training/validation/test Kidney
Cortex Microscope images for multiple disease classification.
Another important reason for choosing these datasets is the
fact that other datasets show high AUC values for the bench-
mark methods, while these datasets provide the scope for
demonstrating the advantages of informative sample selection.
Figure 12 shows the learning plots for the datasets using
GESTALTWeighted−Node and other baseline methods for com-
parison. Results of the NIH and MedMNIST datasets clearly
demonstrate the performance improvement of our proposed
multi-label approach is relevant across different chest X-ray
datasets and also generalizes well to the multi-class setting.

H. Computation Time

For a training dataset of 100, 000 images of size 320× 320
the training time for different methods on a NVIDIA Titan X
GPU having 12 GB RAM is summarized in Table III. The 12%
higher training time for GESTALTWeighted−Node is due to
the additional computations and graph construction involved.
However, the resulting performance improvement justifies the
added complexity of our method. The inference time for a
single image is also summarized for different methods, as
computation times depend upon the method’s complexity.
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Training Phase - Time in Hours
DenseNet-121 Random Unc IDEAL GESTALT GESTALT GESTALT GAL LEMAL CVIRS AlfaMix

Link Node Weighted−Node [31] [32] [33] [47]
18(0.72T ) 18.5(0.74T ) 19.5(0.78T ) 22(0.8T ) 23.6(0.94T ) 24(0.96T ) 25(T ) 23.5(0.94T ) 20(0.8T ) 21.5(0.86T ) 24(0.96T )

Test/Inference Phase - Time in Seconds
0.18 0.19 0.2 0.25 0.3 0.3 0.32 0.28 0.22 0.24 0.3

TABLE III: Training and Inference time for different methods.

VII. CONCLUSIONS

In this work we present a novel sample informativeness
selection approach for active learning, referred to as GESTALT
for Graph Node Based Interpretability Guided Sample Selec-
tion. The basic idea behind GESTALT builds on our previous
findings [28], where we observed that information contained
in saliency maps can be used to derive rankings of sample
informativeness outperforming state of the art uncertainty-
based active learning methods. In this work we propose
to leverage the multi-class information derived from class-
specific saliency maps, describing hypothetical or pseudo-
counterfactual saliency maps across different potential pre-
dicted class labels, by encoding this information in the form of
a graph, and associate levels of intra-graph node similarities to
sample informativeness. In relation to the state of the art, the
proposed GESTALT approach directly establishes a ranking of
pool samples, without the need of additional trained models as
required in [28]. We report results on three GESTALT variants
outperforming other compared approaches. In these regards,
while we only tested three different variants to aggregate
information for sample ranking, we highlight the diversity
of options available from the set of information contained
in the proposed graph representation, and expect that other
advanced aggregation mechanisms can be proposed to further
boost model performance. Among the three proposed variants,
the weighted-node ranking variant yielded the best results.
The proposed weighted-noded ranking approach incorporates
a novel mechanism to include collected prior-information, on
intra-sample node similarities, into the sample informativeness
ranking. Interestingly, this feature can be further extended to
include other desired characteristics of ranked samples for
active learning. Notably, the approach can be extended to
leverage approaches having the ability to select both informa-
tive and non-redundant samples, where an inter-sample nodes
similarity metric can be created to further penalize redun-
dant samples from being selected. The proposed GESTALT
approach yields improved learning rates, which we highlight
in light of the importance of minimizing expert annotations
in the clinical routine while targeting high accuracy levels.
Similarly, in scenarios where imaging protocols or vendors
change or evolve, we esteem to be important to develop
methods featuring high learning rates. The modularity of the
approach enables direct integration of advances in model
architecture (i.e. it does not require architectural changes), and
related progress in the fast-evolving area of interpretability
(e.g., [58], [59]).

There are few limitations of the study worth mentioning. In
this study we tested the proposed approach on the problem
of lung disease multi-class classification. Further research

is needed to verify that the same findings apply for other
multi-class classification tasks. In this study we did not test
other architectures and focused on a single model architecture
(DenseNet-121). Although this architecture is commonly used
and representative of current model performance, we think that
other architectures would be worth exploring in conjunction
with the proposed sample informativeness selection approach.

We anticipate several extensions of the proposed graph-
based interpretability guided sample representation to other
deep learning tasks. For example, in medical image retrieval,
the proposed graph representation can be naturally extended
to provide a similarity metric between samples. Similarly, the
proposed graph representation can be used in the context of
inductive bias and model training, where learned features of
a trained model are enforced to yield desired metrics of intra-
sample multi-class distinctiveness.

VIII. ACKNOWLEDGEMENTS

We highly appreciate the help given by Behzad Bozorgtabar
in implementing some of the comparison algorithms. This
work was supported by the Swiss National Foundation grant
number 198388, and Innosuisse grant number 31274.1.

REFERENCES

[1] J.-J. Zhu and J. Bento, “Generative adversarial active learning,” arXiv
preprint arXiv:1702.07956, 2017.

[2] K. Wang, D. Zhang, Y. Li, R. Zhang, and L. Lin., “Cost-effective active
learning for deep image classification.” IEEE Trans. CSVT., vol. 27,
no. 12, pp. 2591–2600, 2017.
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