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A B S T R A C T

Informative sample selection in an active learning (AL) setting helps a machine learning system attain optimum
performance with minimum labeled samples, thus reducing annotation costs and boosting performance of
computer-aided diagnosis systems in the presence of limited labeled data. Another effective technique to
enlarge datasets in a small labeled data regime is data augmentation. An intuitive active learning approach
thus consists of combining informative sample selection and data augmentation to leverage their respective
advantages and improve the performance of AL systems. In this paper, we propose a novel approach called
GANDALF (Graph-based TrANsformer and Data Augmentation Active Learning Framework) to combine sample
selection and data augmentation in a multi-label setting. Conventional sample selection approaches in AL have
mostly focused on the single-label setting where a sample has only one disease label. These approaches do
not perform optimally when a sample can have multiple disease labels (e.g., in chest X-ray images). We
improve upon state-of-the-art multi-label active learning techniques by representing disease labels as graph
nodes and use graph attention transformers (GAT) to learn more effective inter-label relationships. We identify
the most informative samples by aggregating GAT representations. Subsequently, we generate transformations
of these informative samples by sampling from a learned latent space. From these generated samples, we
identify informative samples via a novel multi-label informativeness score, which beyond the state of the
art, ensures that (i) generated samples are not redundant with respect to the training data and (ii) make
important contributions to the training stage. We apply our method to two public chest X-ray datasets, as well
as breast, dermatology, retina and kidney tissue microscopy MedMNIST datasets, and report improved results
over state-of-the-art multi-label AL techniques in terms of model performance, learning rates, and robustness.
1. Introduction

While annotated medical image datasets are instrumental for deep
learning (DL) methods to obtain state-of-the-art (SOTA) performance,
annotating medical data is challenging due to the high expertise and
costs involved. Active Learning (AL) methods enable an expert to select
informative samples and allow a model to obtain high performance
with minimal labeled samples (i.e., high learning rates). This is par-
ticularly suitable for medical image analysis tasks where AL methods
must adapt to varying conditions like device vendor, imaging protocol,
machine learning model, etc.

Data augmentation is also an effective approach where models are
provided with synthetic samples generated from the training dataset
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(Perez and Wang, 2017). While conventional data augmentation (e.g.,
flipping, rotating, etc.) increases the dataset size, it does not ensure
that informative samples are added to the training set. Recent works
have used neural network approaches for data augmentation with Gen-
erative Adversarial Networks (GAN) (Goodfellow et al., 2014), Spatial
Transform Networks (STN) (Jaderberg et al., 2015), and Variational
Autoencoder (VAE) (Kingma and Welling, 2013). To enable greater
exploration of the feature space, Mixup (Zhang et al., 2017) and its vari-
ants interpolate features and use the corresponding labels to enhance
the dataset.

Combining data augmentation and active learning can help lever-
age both approaches’ advantages. Tran et al. (2019) use a pipelined
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approach to select informative samples by an acquisition function and
generate augmented samples from them. Such a sequential approach,
does not use the mutual interactions between the two steps. i.e., the
acquisition function does not evaluate the potential information gain
from the augmented samples. Consequently, the generated data does
not guarantee informativeness. Kim et al. in Kim et al. (2021) propose
an integrated approach, Look Ahead Data Augmentation (LADA), that
evaluates the informativeness of potential augmentations and generates
informative samples. Thus, augmented samples provide qualitatively
different information from the base samples. However, as shown in
our experiments, the LADA method is not equally effective for the
multi-label setting.

Current AL and data augmentation methods have been developed
for a single-label setting. In contrast, there are scenarios where an im-
age has multiple disease labels, such as chest X-ray images. Informative
sample selection in a multi-label setting is more challenging since one
needs to consider the mutual influence and similarity of all potential
class labels, as well as the different levels of class complexity (i.e., some
diseases are more easily detectable than others). Additionally, aug-
menting such informative samples should, in turn, ensure appropriate
informativeness of the new samples. In this paper we propose a novel
method for multi-label active learning combined with a novel approach
for informative sample data augmentation.

2. Prior work

2.1. Active sample selection

Efficient sample selection methodologies are essential to obtain
optimal system performance with minimal expert interventions. This is
particularly important to the time-pressured workflow of many clinical
settings. Different informative sample selection approaches have been
investigated for deep learning based medical image analysis, including
sample entropy (Zhu and Bento, 2017), model uncertainty (Mahapatra
et al., 2018; Gal et al., 2017), Fisher information (Sourati et al., 2019),
visual saliency (Mahapatra and Buhmann, 2016) and clustering-based
sample selection (Zheng et al., 2019).

Sample entropy quantifies a sample’s difficulty in classification,
with higher entropy characterizing higher sample informativeness.
Wang et al. (2017a) use sample entropy, a least-confidence component,
and margin sampling to select informative samples. The work in Zhou
et al. (2016) uses GANs to synthesize samples close to the decision
boundary, which are then annotated by human experts. Mayer and
Timofte (2018) use a GAN model to generate high entropy samples,
which are used as a proxy to find the most similar samples from a pool
of real sample candidates to be annotated by experts.

Uncertainty-based methods identify informative samples for which
a model is most uncertain. Yang et al. (2017) propose a two-step
sample selection approach based on uncertainty estimation, followed
by a second selection step based on a maximum set coverage similarity
metric. Test-time Monte-Carlo dropout (Gal et al., 2017) has been
used to estimate sample uncertainty, and consequently select the most
informative ones for label annotation (Gal et al., 2017; Bozorgtabar
et al., 2019).

The state-of-the-art in active learning is mostly dominated by meth-
ods relying on uncertainty estimations. However, the reliability of
uncertainty estimations has been questioned for deep neural networks
used in computer vision and medical imaging applications due to model
calibration issues (Abdar et al., 2021; Guo et al., 2017; Jungo et al.,
2020) These results reinforce our suggestion to examine other methods
for selecting informative samples in active learning. Additionally, as
highlighted in a recent survey paper on active learning and human-in-
the-loop learning by Budd et al. (2021), interpretability is essential for
medical imaging scenarios where experts and AI systems collaborate.

In Mahapatra et al. (2021), we proposed an interpretability-guided
sample selection approach featuring state-of-the-art performance for
2

classification and segmentation tasks. The approach ranks informa-
tive samples via an auxiliary machine learning model ranking sam-
ples based on the saliency map information of the class predicted
by the primary model. Overall, the approaches mentioned have not
been designed to work on multi-label classification problems where a
sample can have multiple labels assigned. The next section describes
specifically the state-of-the-art in multi-label active learning.

2.2. Multi-label active learning

A comprehensive survey on multi-label active learning can be found
in Wu et al. (2020) and Yang et al. (2015). Wu et al. (2014) propose
‘‘Example-label’’-based AL (LEMAL) where samples are selected based
on maximum uncertainty across all label classes. Reyes et al. (2018)
propose two uncertainty measures based on the base classifier predic-
tions and uses a measure of the inconsistency of a predicted label set
to select the most informative samples. Li and Guo (2013) propose
a max-margin prediction uncertainty strategy and a label cardinality
inconsistency strategy to measure the unified informativeness of unla-
beled instances. Different from the above works, in Mahapatra et al.
(2022a) we focus on the multi-label setting using different aggregation
strategies of information derived from all potential class labels. The
approach distills information from saliency maps computed for all
class labels – referred to as intra-sample saliency maps – and builds a
graph representation describing the similarity of intra-sample saliency
maps. Informative samples are then characterized by graphs describing
high similarity across intra-sample saliency maps. In Mahapatra et al.
(2022a), we used simple graph aggregation strategies, such as weighted
summation of edge weights and nodes, to identify the most informative
samples. In the present work, we propose improved mechanisms to
aggregate this information via graph transformers to better represent
intra-sample saliency maps and a sample informativeness data augmen-
tation strategy. Also, in our previous work Mahapatra et al. (2022a),
no data augmentation strategy was used, which features class-label
preservation and redundancy avoidance, as proposed in the current
study. The next section describes the state-of-the-art in active learning
with data augmentation.

2.3. Active learning with data augmentation

Prior work on leveraging data augmentation for active learning in-
cludes Bayesian Generative Active Deep Learning (BGADL), which com-
bines acquisition and augmentation steps in a pipelined approach (Tran
et al., 2019). However, a large number of labeled instances are needed
to train the generative model, and BGADL does not measure the
potential information gain from data augmentation. Consistency-based
Active Learning (CAL) algorithms consider data augmentation in the
acquisition process, by replacing the uncertainty with an augmentation-
based CAL inconsistency term. The work of Bozorgtabar et al. (2019)
builds on Mahapatra et al. (2018) and proposes a Class-Aware Gener-
ative Adversarial Network (CAGAN) to incorporate a class-balancing
component to ensure that synthetically-generated samples have the
same class label of the reference sample they are conditioned on. Kim
et al. (2021) propose an approach termed look-ahead-data-
augmentation (LADA) for selecting informative samples where the
informativeness of generated samples is also considered. However,
as show in our experiments, the LADA method does not perform
accurately in a multi-label setting.

We also discuss other works that uses graphs or attention mecha-
nisms for medical image analysis. Xiong et al. (2023) propose a trans-
former based Hierarchical Attention-Guided Multiple Instance Learning
(HAG-MIL) for Whole Slide Image Classification (WSI). They use an In-
tegrated Attention Transformer (IAT) exploiting multiple resolutions of
the WSIs. Xiao et al. (2023) describe a method to perform domain adap-
tation using graphs that uses a novel representation learner. Lian et al.
(2022) use GCN for lung lobe segmentation by using average pooling
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to get a single value representation of features. Our method uses Graph
attention transformers, which is more robust since it uses multi-head
attention for quantifying node interactions. Velickovic et al. (2018)
propose a graph attention network, which uses attention networks on
graphs to learn better representations.

2.4. Contributions

In Mahapatra et al. (2022b), we demonstrate that saliency maps
can be seen as fingerprints of a model’s response to an input, and
can be used as an inductive bias of the training process. In a follow-
up work Mahapatra et al. (2022a), we propose an interpretability-
guided sample informativeness selection approach, where intra-sample
saliency maps are used as nodes of a graph structure to characterize
the distinctiveness of class-specific saliency maps. In Mahapatra et al.
(2022a) we use simple graph aggregation strategies, such as weighted
summation of edge weights and nodes, to identify the most informative
samples. In this present work, we build on these findings and pro-
pose to use graph attention transformers (GATs) that enable learning
more accurate representations than simple averaging of graph edge
information.

GATs identify most important nodes through a self-attention mech-
anism and better learn global relationships among different graph
nodes Additionally, we also propose a novel approach that learns
transformations (or augmentations) of a sample to generate informative
synthetic ones used to boost model training. We call this informative
augmentation. Previous state-of-the-art approaches do not ensure that
newly generated synthetic samples are informative, and hence lead to
redundancy of large numbers of generated samples. In contrast, with
our proposed informative augmentation scheme, we have an improved
and more efficient informative sample augmentation approach. GATs
combined with informative augmentation results in a novel approach
termed GANDALF (Graph-based TrANsformer and Data Augmentation
Active Learning Framework) that outperforms previous work on multi-
label active learning approach for chest X-ray classification This paper
makes the following contributions:

1. We use graph attention transformers to incorporate the impor-
tance of different nodes and better quantify graph informative-
ness. Previously used simple aggregation, such as the sum and
mean of graph edge weights, do not emphasize nodes with
information that can more effectively contribute to the task at
hand.

2. We propose a novel score termed as multi-label informativeness
score, that quantifies the importance of each sample based on
multi-label interactions. This multi-label informativeness score
is derived from the novel use of graph attention transformers.

3. A novel data augmentation approach to generate novel trans-
formations such that new synthetic images are also informa-
tive compared to their base image while enforcing class label
preservation and redundancy avoidance.

4. Based on benchmarking the proposed GANDALF method and
nine other SOTA methods, on two publicly available chest X-
ray datasets and four other multi-class MedMNIST datasets, we
demonstrate that by combining data augmentation with multi-
label active learning, the proposed approach outperforms SOTA
methods for multi-label classification.

3. Methods

3.1. Outline of the proposed method

In our current work, we propose a model to identify multi-label
informative samples by jointly considering the mutual influence of all
3

potential class labels. We also synthesize new samples from identified
Fig. 1. Workflow of proposed GANDALF method. Given unlabeled pool samples in
an active learning cycle, an input graph is constructed using interpretable saliency
maps. They serve as input to a graph-multiset transformer (Fig. 2) which outputs a
informativeness score to rank informative samples. Selected samples are then used to
further synthesize informative and non-redundant samples. Selected samples and their
synthetic derivatives are added to the training dataset for the next active learning cycle.

informative real ones such that newly synthesized samples are war-
ranted to be informative and provide new information to the training
set. Fig. 1 depicts the different stages of our proposed workflow.

We divide the description of the proposed active learning approach
into its two main components: (1) Sample selection based on multi-
label informativeness scoring, and (2) Synthetic generation of infor-
mative and non-redundant samples. The general strategy is as follows:
For the synthetic sample generation step, we take the initial batch of
training images and train a variational autoencoder (VAE) to generate
images. In parallel, an initial classification model is trained with a
baseline number of randomly chosen training samples (which can be
the same data used to train the VAE model, or a different one) to act
as a baseline model for the active learning cycles. During test time,
informative samples are identified by first deriving interpretability
saliency maps for each unlabeled sample (i.e, pool sample). Follow-
ing Mahapatra et al. (2022a,b), we calculate saliency maps for all
potential class labels (intra-sample saliency maps), from which a graph
is constructed with nodes corresponding to the latent representation of
each class-specific saliency map, and edge weights characterizing the
similarity between nodes. Different from Mahapatra et al. (2022a,b),
in Section 3.2.1 we propose an improved mechanism to rank pool
samples by their level of informativeness. Selected informative samples
are then used as base images, and their mean and variance vectors are
obtained from the encoder part of the previously trained VAE. New
synthetic samples are generated from the base images by sampling their
respective distributions and feeding them to the VAE’s decoder. The
level of informativeness of these generated samples is further evaluated,
and samples that are found to be sufficiently informative are added
to the training set. The classifier model is then updated with the set
of new samples. This set of steps is repeated till no new informative
samples are found. In the next sections, we describe in detail the two
main components of our method. 1. VAE training and Augmentation
using sampling. 2. Multi-label sample informativeness

To choose the initial set of training samples we randomly select
equal number of samples from each label. In practice this amounts
to 3 − 5% of the training data. The selection of the initial sample
set is termed as cold start active learning and it is a recent area
of active research (Nath et al., 2022). Warm start active learning
refers to selection of initial samples using different techniques other
than random selection. Identifying novel methods for initial sample
selection is an active area of research and prior work includes clustering
techniques (Ash et al., 2020; Yuan et al., 2020), semi supervised
learning for classification (Siméoni et al., 2021), and based on 2D
segmentation (Wang et al., 2020; Lai et al., 2021). For comparison we
adopt a cluster-based warm start, where we cluster the samples into the
number of diseased labels and identify their centroid. Thereafter, we
choose samples closest to the centroid in feature space and use them
as our initial batch of training samples. As shown in the results, we
notice an improvement in performance using this approach (See Table 1
(GANDALF𝑊 𝑎𝑟𝑚)).

While the warm start approach improves performance, in the case
of unbalanced labels our approach has been to select an equal number
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Table 1
AUC values for different baselines and proposed approach along with ablation studies. The 𝑝−values are with respect to GANDALF. DT: DeepTaylor; GC: GradCAM; Warm: Warm
AL start; red: GANDALF with only redundancy avoidance; label: GANDALF with only label preservation; con-DA: Conventional Data Augmentation; GESTALT: GESTALT for sample
informativeness, and GANDALF for informative augmentation; pooling: Conventional pooling; no-GAT: No Graph Attention; no-SA: No Self-Attention.

10% 20% 30% 40% 50% 60% 70% 80% 90% 100% p-

FSL 90.23 90.23 90.23 90.23 90.23 90.23 90.23 90.23 90.23 90.23 <0.001
Random 41.69 47.5 52.6 58.1 64.07 69.34 75.72 81.49 85.64 90.23 <0.001
Entropy 60.0 64.2 68.7 75.6 81.1 85.4 87.7 89.2 90.8 91.4 <0.001
Unc 62.15 66.56 72.41 80.16 85.80 88.12 90.34 90.72 90.84 91.03 <0.001
LEMAL (Wu et al., 2014) 64.70 69.17 76.08 81.25 88.32 89.03 91.09 91.40 91.74 92.08 <0.001
CVIRS (Reyes et al., 2018) 66.05 70.88 76.05 84.12 89.09 91.02 91.48 91.52 92.03 92.54 0.001
AlphaMix (Parvaneh et al., 2022) 68.30 72.57 79.11 87.22 91.43 93.12 93.47 93.87 94.09 95.01 0.005
GAL (Long et al., 2008) 68.91 73.01 79.61 87.99 91.74 92.82 93.30 93.91 94.24 94.56 0.007
LADA (Kim et al., 2021) 69.15 73.98 80.82. 89.08 92.93 93.64 94.04 94.72 95.13 95.73 0.001
GESTALT (Mahapatra et al., 2022a) 70.82 74.64 80.82 89.27 93.28 94.13 94.92 95.24 95.88 96.71 0.02
Info-Max (Xiao et al., 2023) 70.12 73.21 78.34 84.61 87.19 89.78 92.84 94.22 94.83 95.32 0.02
IAT (Xiong et al., 2023) 70.76 73.91 79.48 85.82 88.91 90.18 94.04 94.62 95.73 96.82 0.02
GANDALF𝐷𝑇 72.24 76.18 82.47 91.02 94.90 95.88 96.42 96.92 97.43 98.21 –
GANDALF𝐷𝑇−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡 69.7 73.0 77.2 80.7 83.6 86.8 89.7 91.8 93.6 94.9 0.001
GANDALF𝐺𝐶 71.63 75.84 81.16 90.35 94.53 95.11 95.79 96.07 96.7 97.57 0.07
GANDALF𝐺𝐶−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡 69.2 72.4 76.3 79.5 82.4 85.4 88.5 90.7 92.3 93.5 0.001
GANDALF𝑊 𝑎𝑟𝑚 73.8 78.3 84.6 92.89 95.60 96.41 97.1 97.72 98.3 98.94 0.041
GANDALF𝑊 𝑎𝑟𝑚−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡 71.1 75.1 80.2 83.2 85.3 88.16 90.2 92.5 93.6 94.8 0.001

Ablation studies

GANDALF𝑟𝑒𝑑 68.22 71.83 78.23 84.68 87.12 90.34 91.97 92.47 93.47 94.01 0.03
GANDALF𝑙𝑎𝑏𝑒𝑙 65.61 68.25 74.37 79.51 82.02 85.48 87.15 88.02 89.42 90.14 0.03
GANDALF𝑐𝑜𝑛−𝐷𝐴 71.23 75.32 81.83 89.93 94.08 94.45 95.62 95.89 96.24 97.41 0.034
GANDALF𝐺𝐸𝑆𝑇𝐴𝐿𝑇 71.41 75.37 81.93 90.18 94.09 94.81 95.75 96.61 97.01 97.51 0.032
GANDALF𝑝𝑜𝑜𝑙𝑖𝑛𝑔 64.13 67.24 71.34 76.23 79.21 83.02 86.25 87.12 87.64 88.52 0.032
GANDALF𝑛𝑜−𝐺𝐴𝑇 62.21 65.52 69.71 73.95 77.12 80.94 83.84 85.36 86.02 86.78 0.023
GANDALF𝑛𝑜−𝑀𝐻𝑆𝐴 61.35 64.93 68.62 73.02 76.21 79.41 82.29 84.62 85.11 85.77 0.011
Fig. 2. Graph Multiset Transformer: A graph with 𝑛 nodes depicting multi-label
information of a sample is passed through several message-passing layers (a) and an
attention-based pooling block (GMPool𝑘) (b) to get 𝑘(< 𝑛) nodes. A self-attention block
(SelfAtt) (c) encodes the relationship between 𝑘 nodes, and passes through GMPool1
(d), to obtain a single node value. Different node colors indicate different classes and
the edge length denotes node similarity.

of samples from all classes, and also use a weighted loss function
(weights of each class being inversely proportional to the number of
samples). When all classes have equal samples the weights are equal.
When the classes exhibit an imbalance then the weighted loss function
addresses that to a certain extent. Without using a weighted loss the
performance certainly drops off (See Table 1 GANDALF𝑊 𝑎𝑟𝑚−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡,
GANDALF𝐺𝐶−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡, GANDALF𝐷𝑇−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡).

3.2. Multi-label sample informativeness

We use a graph-based approach for calculating the informativeness
score of each image, and adopt the following steps.

1. We represent each image sample as a separate graph.
2. Nodes of the graph correspond to the potential class labels

representing a disease or condition (i.e, the number of nodes in
the graph equals the number of represented classes).
4

3. Following our findings in Mahapatra et al. (2022b,a), at each
node, a class label is represented as the latent representation
of the corresponding class-specific interpretability saliency map,
which can be obtained through any available interpretability
approach as done in Alber et al. (2019).

4. Edge weights in the graph represent the similarity between
corresponding nodes. The similarity between labels (or nodes)
is calculated by determining the cosine similarity between the
latent representations of their class-specific saliency maps. As
shown in our previous works (Mahapatra et al., 2022b,a), using
the latent representations of saliency maps leads to improved
results over using image features.

Assuming there are 𝐾 nodes in each graph (i.e., 𝐾 classes), each
node has 𝐾 − 1 edge weights connecting to all the other nodes. Let us
denote the edge weight between nodes 𝑖, 𝑗 as 𝑤𝑖𝑗 , which is defined as

𝑤𝑖𝑗 = 𝑐𝑜𝑠𝑖𝑛𝑒_𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑧𝑆𝐼,𝑖
, 𝑧𝑆𝐼,𝑗

) = ⟨𝑧𝑆𝐼,𝑖
, 𝑧𝑆𝐼,𝑗

⟩, (1)

where 𝑧𝑆𝐼,𝑖
and 𝑧𝑆𝐼,𝑗

are the latent feature vectors derived from saliency
maps 𝑆 of sample image 𝐼 for class labels 𝑖 and 𝑗, respectively. The
latent feature vectors are obtained by forward-passing the saliency
maps until a selected layer (e.g., second-to-last layer). Cosine similarity
is a commonly used metric employed to compare latent representations.
Since its range of values is bounded, the cosine similarity is also a
good option for its inclusion in a loss, but we note that other similarity
metrics could be used (e.g. L2 distance metric).

In conventional approaches, informative samples are determined
based on the assumption that each sample has one label. However,
to identify the most informative samples for multi-label settings, we
propose to incorporate class-label interactions using a graph-based
ranking metric scheme that leverages graph transformers, and a pooling
mechanism to learn better global relationships among graph nodes.
Below, we describe this in more detail.

3.2.1. Graph transformers
Graph pooling enables the calculation of lower-dimensional in-

formative representations of high-dimensional graphs. The two main
approaches to graph pooling are: (1) Node-drop methods (Zhang et al.,
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2018; Lee et al., 2019a), which drops nodes with low scores based on
information from graph convolutional layers, and (2) Node clustering
methods (Ying et al., 2018; Bianchi et al., 2019), which merge similar
nodes into a single one by exploiting their hierarchical structure.

Both pooling approaches have prominent drawbacks. Node-drop
methods tend to drop informative nodes at every pooling step. Node-
clustering methods compute a dense cluster assignment matrix that
prevents them from exploiting sparsity in the graph topology. This leads
to an excessively high computational complexity (Lee et al., 2019a).
To accurately represent the graph, the obtained representation should
be as powerful as the Weisfeiler–Lehman (WL) graph-isomorphism
test (Weisfeiler and Leman, 1968), such that two different graphs are
mapped to two distinct embeddings.

To overcome the limitations of existing methods, we adopt a graph-
structured attention unit based on Graph Multiset Transformer (GMT)
(Baek et al., 2021). GMTs are a pooling mechanism that condenses the
given graph into a set of representative nodes, and then further uses
attention to encode relationships among them to enhance the represen-
tation power of the graph. A GMT architecture can accurately represent
an entire graph, given a multiset of node features. We first describe the
multiset encoding scheme that enables the embedding of two different
graphs into distinct embeddings. This condition is essential to ensure
that different images (or samples) have unique representations. We
then describe the graph multi-head attention mechanism that projects
the graph topology in the attention-based multiset encoding.

3.2.2. Multiset encoding
A graph pooling function takes the set of graph nodes as input,

which forms a multiset (i.e., allowing for repeating elements) since
different nodes can have identical feature vectors. A graph pooling
function that is as powerful as the WL test needs to satisfy the permu-
tation invariance and injectiveness criteria over the multiset. Two non-
isomorphic graphs should be encoded differently through the injective
function. A simple sum pooling, as done in our previous work (Mahap-
atra et al., 2022a), satisfies the injectiveness condition (Xu et al., 2019)
but does not consider each node’s relevance to the task and treats them
equally. This limitation is addressed using an attention mechanism on
the multiset pooling function to capture structural dependencies among
nodes within a graph, described below.

3.2.3. Graph multi-head attention (GMH)
Assume that we have 𝑛 node vectors. The input of the attention

function (𝐴𝑡𝑡) consists of query 𝐐 ∈ ℛ𝑛𝑞×𝑑𝑘 , key 𝐊 ∈ ℛ𝑛×𝑑𝑘 and value
∈ ℛ𝑛×𝑑𝑣 , where 𝑛𝑞 is the number of query vectors, 𝑛 is the number

f input nodes, 𝑑𝑘 is the dimensionality of the key vector, and 𝑑𝑣 is the
imensionality of the value vector. We compute the dot product of the
uery with all keys to assign higher importance (i.e., higher weight) to
he relevant 𝑣 nodes, as follows:

𝑡𝑡(𝐐,𝐊,𝐕) = 𝐴𝑐(𝐐𝐊𝑇 )𝐕, (2)

here 𝐴𝑐 is a softmax activation function. Following the work of
aswani et al. (2017), instead of computing a single attention head, one
an use multi-head attention by linearly projecting the query Q, key K,
nd value V ℎ times, to yield ℎ different representation subspaces. To
acilitate the descriptions, we first describe multi-head attention below,
o then motivate the improved approach we employed.

The output of the multi-head attention function (MH) is denoted as
𝐻(𝐐,𝐊,𝐕).

𝑀𝐻(𝐐,𝐊,𝐕) = [𝑂1,… , 𝑂ℎ]𝐖𝑂 (3)
with 𝑂𝑖 = 𝐴𝑡𝑡(𝑄𝑊 𝑄

𝑖 , 𝐾𝑊 𝐾
𝑖 , 𝑉 𝑊 𝑉

𝑖 ) i = {1,… , ℎ}

he parameter matrices are 𝐖𝑄
𝑖 ∈ R𝑑𝑘×𝑑𝑘 , 𝐖𝐾

𝑖 ∈ R𝑑𝑘×𝑑𝑘 , and 𝐖𝑉
𝑖 ∈

𝑑𝑣×𝑑𝑣 . The output projection matrix is 𝐖𝑂
𝑖 ∈ Rℎ𝑑𝑣×𝑑𝑚𝑜𝑑𝑒𝑙 , where 𝑑𝑚𝑜𝑑𝑒𝑙

s the output dimensionality of the multi-head attention (MH) function.
Multi-head attention is superior to trivial pooling methods such
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s sum or mean as it considers global dependencies among nodes.
owever, the MH function suboptimally generates the key K and value
since it linearly projects the obtained node features 𝐇. To tackle this

imitation, we define a graph multi-head attention block (GMH). Given
ode features 𝐇 with their adjacency matrix 𝐀, key and value pairs,
, 𝐕 are constructed using Graph neural networks (GNNs) to explicitly

everage the graph structure as follows :

𝑀𝐻(𝐐,𝐇,𝐀) = [𝑂1,… , 𝑂ℎ]𝐖𝑂;

with 𝑂𝑖 = 𝐴𝑡𝑡(𝑄𝑊 𝑄
𝑖 , 𝐺𝑁𝑁𝐾

𝑖 (𝐇,𝐀), 𝐺𝑁𝑁𝑖(𝐇,𝐀)) i = {1,… , ℎ}, (4)

3.2.4. Graph Multiset Pooling (GMPool) with graph multi-head attention
Given node features H from GNNs, we define a Graph Multiset

ooling (GMPool), which is inspired by Transformers (Vaswani et al.,
017; Lee et al., 2019b), to compress the n nodes into k nodes (𝑘 < 𝑛),
ith a parameterized seed matrix 𝑆.

𝑀𝑃𝑜𝑜𝑙𝑘(𝐇,𝐀) = 𝐿𝑁(𝑍 + 𝑟𝐹𝐹 (𝑍));

ith 𝑍 = 𝐿𝑁(𝑆 + 𝐺𝑀𝐻(𝐒,𝐇,𝐀)), (5)

where 𝑟𝐹𝐹 is any row-wise feedforward layer that processes each
individual row independently and identically, and LN stands for layer
normalization (Ba et al., 2016). The GMH function considers interac-
tions between 𝑘 seed vectors (queries) in 𝑆 and 𝑛 nodes (keys) in 𝐇,
to compress 𝑛 nodes into 𝑘 clusters with their attention similarities
between queries and keys.

3.2.5. Self-Attention for inter-node relationship (SelfAtt)
To consider the interactions among different graph nodes, we use a

Self-Attention function (SelfAtt), inspired by the Transformer architec-
ture (Vaswani et al., 2017; Lee et al., 2019b):

𝑆𝑒𝑙𝑓𝐴𝑡𝑡(𝐇) = 𝐿𝑁(𝑍 + 𝑟𝐹𝐹 (𝑍));

ith 𝑍 = 𝐿𝑁(𝐇 +𝑀𝐻(𝐇,𝐇,𝐇)), (6)

here 𝑟𝐹𝐹 is any row-wise feedforward layer that processes each indi-
idual row independently and identically, and LN is a layer normaliza-
ion (Ba et al., 2016) The SelfAtt function captures inter-relationships
mong 𝑛 nodes by placing node embeddings 𝐇 on both query and key
ocations in MH (Eq. (3)).

.2.6. Overall architecture
The overall architecture is shown in Fig. 2. For a graph G with node

eatures 𝐗 and an adjacency matrix 𝐀, the encoder is denoted as:

𝑛𝑐𝑜𝑑𝑒𝑟(𝑋,𝐴) = 𝐺𝑁𝑁2(𝐺𝑁𝑁1(𝐗,𝐀),𝐀), (7)

here we stack two GNNs to construct the deep structures of the Graph
ultiset Transformer. In practice, one can have multiple GNNs, but

n our experiments we noticed that going beyond two GNNs did not
ncrease performance. After obtaining a set of node features H from an

encoder, the pooling layer aggregates the features into a single vector.
Finally, we get the reduced representation of the entire graph by using
GMPool with 𝑘 = 1 as follows:

𝑀𝐿𝑖𝑛𝑓𝑜 = 𝑃𝑜𝑜𝑙𝑖𝑛𝑔(𝐻,𝐴) =

𝐺𝑀𝑃𝑜𝑜𝑙1(𝑆𝑒𝑙𝑓𝐴𝑡𝑡(𝐺𝑀𝑃𝑜𝑜𝑙𝑘(𝐻,𝐴)), 𝐴′), (8)

where 𝐀′ is the identity or coarsened adjacency matrix since adjacency
information should be adjusted after compressing the nodes from 𝑛 to
𝑘 with 𝐺𝑀𝑃𝑜𝑜𝑙𝑘.

The above step condenses the entire graph and represents it as
a single value, 𝑀𝐿𝑖𝑛𝑓𝑜, proposed here as a novel measure of graph
informativeness. We hypothesize that higher 𝑀𝐿𝑖𝑛𝑓𝑜 values describe
higher values of a graph’s informativeness and hence suggest using
𝑀𝐿𝑖𝑛𝑓𝑜 as a direct metric of sample informativeness. To verify whether
the value of 𝑀𝐿𝑖𝑛𝑓𝑜 truly reflects sample informativeness, we selected
500 images at random and calculated their 𝑀𝐿𝑖𝑛𝑓𝑜 and uncertainty
values. Since uncertainty is a widely used metric to quantify the in-

formativeness of a sample (Yang et al., 2017; Gal et al., 2017), we
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Fig. 3. Scatter plot between 𝑀𝐿𝑖𝑛𝑓𝑜 and uncertainty values of 500 samples. The points
are concentrated around a line with a high correlation coefficient (0.92), suggesting
that 𝑀𝐿𝑖𝑛𝑓𝑜 is a good measure of sample informativeness since uncertainty estimates
have been used previously as a measure of sample informativeness.

hypothesized that for 𝑀𝐿𝑖𝑛𝑓𝑜 to be considered as a suitable measure
of sample informativeness, a good level of correlation between 𝑀𝐿𝑖𝑛𝑓𝑜
and uncertainty should exist. Fig. 3 shows a scatter plot between the
two sets of values. The majority of the samples are along a linear line,
indicating that the two values are highly correlated, with a correlation
coefficient of 0.92 indicating that higher values of 𝑀𝐿𝑖𝑛𝑓𝑜 indicate
greater uncertainty and hence greater sample informativeness. This,
provides initial evidence that 𝑀𝐿𝑖𝑛𝑓𝑜 is a good measure of sample
informativeness.

Although our approach to quantifying multi-label informativeness is
based on the paper by Baek et al. (2021) we incorporate the following
novelties: (1) use of class specific saliency maps to represent each node;
(2) we also validate the relevance of the graph pooling score as measure
of multi-label informativeness.

3.3. Variational auto encoder training

Variational Autoencoders (VAEs) are helpful for generative mod-
eling since their latent spaces are well-suited for random sampling
and interpolation. The encoder of VAEs outputs two vectors of the
same size: a vector of means, 𝜇, and a vector of standard deviations,
�⃗�. Given an encoding of an image, one can generate variations of it
by sampling from the parameters 𝜇 and �⃗�. For smooth interpolation
amongst encodings and construction of new samples, a cost function
defined as a combination of the reconstruction error term and the
Kullback–Leibler (KL) divergence is commonly used:

ℒ𝑉 𝐴𝐸 =
∑

‖𝑥 − �̂�‖2 +𝐾𝐿
[

𝒩 (𝜇𝑥, 𝜎𝑥),𝒩 (0, 1)
]

(9)

For VAEs, the KL loss is equivalent to the sum of all KL divergences
between the component 𝑋 ∼ 𝑁(𝜇𝑥, 𝜎2𝑥) and the standard normal, and
is minimized when 𝜇𝑥 = 0, 𝜎𝑥 = 1.

3.3.1. Informative synthetic image generation
After learning a VAE from the initial training data, we describe

below the steps for our novel approach of generating variations of a
given input image. We first identify informative samples from a given
pool using the 𝑀𝐿𝑖𝑛𝑓𝑜 metric. Given informative image 𝐼 , we pass it
through the encoder to obtain latent distribution parameters 𝜇𝐼 , 𝜎𝐼 . By
sampling from this distribution, we generate different transformations
of the original image 𝐼 , which we denote as 𝐼𝑛.

In the image generation step we aim to synthesize images that are
variations of the base informative image 𝐼 and add those images to
the training set that have novel information enriching the training set.
Hence, we propose the following novel criteria to generate new images:
6

1. Class label preservation: Image 𝐼 and all generated 𝐼𝑛 should have
the same class labels.

2. Redundancy avoidance: 𝐼𝑛’s semantic content should be suffi-
ciently different from 𝐼 to ensure that 𝐼𝑛 are identified as
informative.

We propose a novel scoring function that unifies and quantifies the
degree to which the generated images meet the above criteria. The final
score for each generated image is used to rank the images and select
the most informative ones.

Preserving Label Similarity: To preserve the labels between 𝐼
and 𝐼𝑛 we focus on the class probability values of each image. The
hypothesis here is that class label preservation is enforced if the class
labels of synthetic images 𝐼𝑛 are similar to the set of probabilities
calculated for their base image 𝐼 For a given base image 𝐼 , we calculate
class probabilities for each label using the current classification model.

Let us denote the probability of class 𝑘 for image 𝐼 as 𝑝𝑘𝐼 . For
generated image 𝐼𝑛, the corresponding probability is denoted as 𝑝𝑘𝐼𝑛 .
The idea is to ensure that if 𝑝𝑘𝐼 > 0.5, then we would expect that
𝑝𝑘𝐼𝑛 > 0.5. Alternatively if 𝑝𝑘𝐼 < 0.5, we would expect 𝑝𝑘𝐼𝑛 < 0.5.
Additionally, the change in probability values should not be too high
to avoid introducing spurious information. Consequently, we define
the label score as a function of the relative difference between class
probabilities computed for the base image 𝐼 and their corresponding
synthetic samples 𝐼𝑛, as follows:

Score𝑙𝑎𝑏𝑒𝑙 =
⎧

⎪

⎨

⎪

⎩

|

|

|

𝑝𝑘𝐼𝑛−𝑝
𝑘
𝐼
|

|

|

𝑝𝑘𝐼
, if

|

|

|

𝑝𝑘𝐼𝑛−𝑝
𝑘
𝐼
|

|

|

𝑝𝑘𝐼
≤ 𝜂1

−𝛾1, otherwise
(10)

In our experiments, we set 𝜂1 = 0.3 and 𝛾1 = 0.1, and we also
put a condition that 𝑝𝑘𝐼 − 0.5 and 𝑝𝑘𝐼𝑛 − 0.5 always have the same
sign. If the signs are different, then the labels are different; hence, the
generated sample is not considered for informativeness evaluation. As
per the above formulation if the difference of probability values is less
than equal to 30% the score is same as this value. If the difference is
greater than 30% it indicates a significant change of the probability
distributions. Such a high change may bias the probability to large or
low values, which indicate that the generated image is not informative
since the classifier is very confident in predicting its label. Such an
approach ensures that generated images with high distorted content are
not included in the training set.

Redundancy avoidance: To ensure that the generated images have
new information compared to the original image, we calculate an in-
formativeness score for 𝐼𝑛 and 𝐼 in a similar manner as done to enforce
label similarity. This score is called the multi-label informativeness
score (𝑀𝐼𝑆), whose calculation is based on Eq. (8) using the Graph
Multiset Transformer strategy. We put a condition that the relative
difference between their scores is above a threshold. We define the
redundancy avoidance score as:

Score𝑟𝑒𝑑 =

⎧

⎪

⎨

⎪

⎩

|

|

|

𝑀𝐼𝑆𝐼−𝑀𝐼𝑆𝐼𝑛 |
|

|

𝑀𝐼𝑆𝐼 , if 𝜂2 ≤
|

|

|

𝑀𝐼𝑆𝐼−𝑀𝐼𝑆𝐼𝑛 |
|

|

𝑀𝐼𝑆𝐼 ≤ 𝜂3

−𝛾2, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(11)

In our experiments, we set 𝜂2 = 0.05, 𝜂3 = 0.25, and 𝛾2 = 0.15 to define
the range of thresholds within which the 𝑀𝐼𝑆 score of the new sample
can vary. The total informativeness of the generated sample is then
calculated as,

Score𝑠𝑎𝑚𝑝𝑙𝑒 = 𝜆1Score𝑙𝑎𝑏𝑒𝑙 + 𝜆2Score𝑟𝑒𝑑 . (12)

The higher the value of Score𝑠𝑎𝑚𝑝𝑙𝑒, the higher its overall infor-
mativeness. While we want the labels of the original base image to
be preserved in the generated images, we also aim to have diversity
in information content to avoid redundancy. This is achieved using
the Score𝑆𝑎𝑚𝑝𝑙𝑒 term. The idea is to ensure a balance such that the
generated images are not very different from the base image (to avoid



Medical Image Analysis 93 (2024) 103075D. Mahapatra et al.
Fig. 4. Steps for augmenting and choosing informative samples from a base informative
one. Given a few base informative samples we generate additional ones by sampling
from a variational autoencoder (trained with the current training set). However, to
ensure that only informative generated samples are added to the training set, we
calculate two scores — the label score Score𝑙𝑎𝑏𝑒𝑙 and the redundancy avoidance score
Score𝑟𝑒𝑑 . The final informativeness of a sample is the weighted sum of these two scores.
The top-ranked informative samples are added to the training set for further classifier
training.

having unrealistic images) and at the same time introduce diversity.
We rank the generated samples based on Score𝑠𝑎𝑚𝑝𝑙𝑒 and select the top-
n informative samples to add to the training set. 𝜆1, 𝜆2 are weights to
determine the relative contribution of each term (see Fig. 4).

4. Baseline, implementation and dataset details

4.1. Baseline methods

In this section, we describe the baseline methods used for compari-
son purposes.

Random Sample Selection: As the first baseline, we considered a
framework where no sample selection is considered, and pool samples
are randomly selected for querying and active learning training. In
clinical practice, the number of samples reflects the amount of user
interaction needed to incorporate new samples into the next cycle of
active learning. Hence, it needs to be kept as low as possible. In the
results section, we refer to this approach as Random.

Fully supervised Learning: The fully supervised learning (FSL)
baseline consists of a fully supervised approach trained on the des-
ignated training sets. It provides a performance reference obtained
when training a model with all available data. We use a DenseNet-121
classifier (Huang et al., 2016) for the CheXpert dataset.

Uncertainty-driven sample selection: Uncertainty estimation can
be used as a metric of sample informativeness for active learning, as
proposed in Mahapatra et al. (2018). Given a deep learning model 𝑀
used for disease classification, mapping an input image 𝐼 , to a unary
output 𝑦 ∈ 𝑅, the predictive uncertainty for pixel 𝑦 is approximated
using:

𝑉 𝑎𝑟(𝑦) ≈ 1
𝑇

𝑇
∑

𝑡=1
𝑦2𝑡 −

(

1
𝑇

𝑇
∑

𝑡=1
𝑦𝑡

)2

+ 1
𝑇

𝑇
∑

𝑡=1
𝜎2𝑡 (13)

𝜎2𝑡 is the model’s output for the predicted variance for pixel 𝑦𝑡, and
𝑦𝑡, 𝜎2𝑡

𝑇
𝑡=1 being a set of 𝑇 sampled outputs.

The obtained uncertainty estimates are sorted from high to low
uncertainty, and the top-n samples are chosen for label querying and
added to the next active learning cycle. In the results section, we refer
to this approach as Uncertainty.

Competing Methods For Graph Informativeness
In our previous work GESTALT (Mahapatra et al., 2022a), we pro-

pose three different graph aggregation strategies, namely GESTALTNode,
GESTALTLink and GESTALTWeighted-Node, using the sum and rank of dif-
ferent nodes and weights. GESTALTWeighted-Node was the best-
performing version, we briefly describe below. For all subsequent
results, we report results of GESTALTWeighted-Node as GESTALT.

Given 𝑁 graphs (corresponding to a sample pool of 𝑁 images to be
ranked by their informativeness), each one with 𝐾 nodes, we denote
7

matrix 𝐖 = (𝑤𝑛
𝑘) ∈ R𝑁×𝐾 , with entry 𝑤𝑛

𝑘 describing the aggregated
weight for the 𝑘th node of the 𝑛th graph, defined as:

𝑤𝑘 =
∑

𝑗∈(1,…,𝐾),𝑗≠𝑘
𝑤𝑘𝑗 . (14)

For each 𝑘th node, aggregated weight nodes are compared across
the set of 𝑁 graphs by ranking them across columns of matrix 𝐖.
We denote matrix 𝐑 = (𝑟𝑛𝑘) ∈ R𝑁×𝐾 , with column element 𝐫𝑘 =
𝑟𝑎𝑛𝑘(𝑤1

𝑘,… , 𝑤𝑁
𝑘 )⊺.

To derive a final rank for sample 𝑛, we aggregate ranks by calculat-
ing the mean rank of the individual node ranks:

𝑟𝑛𝑚𝑒𝑎𝑛 =
1
𝐾

𝐾
∑

𝑘=1
𝐑(𝑛, 𝑘). (15)

Samples are then directly ranked, and the top-most informative ones
are selected for active learning.

Given 𝑀 training images (i.e., including those added, as the model
is trained with newly queried samples), we redefine Eq. (14) as:

𝑤𝑘 =
∑

𝑗∈(1,…,𝐾),𝑗≠𝑖
𝛼𝑘𝑗𝑤𝑘𝑗 , (16)

where,

𝛼𝑘𝑗 =
𝑤𝑘𝑗 −𝑤𝑘

𝜎𝑘
(17)

𝑤𝑘 =
∑𝑀

𝑚=1 𝐖(𝑚, 𝑘)
𝑀

(18)

𝜎𝑘 =

√

∑𝑀
𝑚=1 𝐖(𝑚, 𝑘) −𝑤𝑘

𝑀
(19)

The summary statistics, 𝑤𝑘 and 𝜎𝑘 are calculated for each class label
𝑘 of the aggregated node weight matrix 𝐖 = (𝑤𝑚

𝑘 ) ∈ R𝑀×𝐾 , and
are used to construct z-scores 𝛼 weights based on summary statistics
extracted from the current training set. The motivation behind this
variant is to incorporate a prior on the distribution of intra-sample
similarities, modeled via aggregated node weights per class label. For
further details, we refer the reader to Mahapatra et al. (2022a).

4.2. Implementation details

In implementing our method we first randomly choose the initial set
of training samples (simulating an AL setup, with approximately 3%–
5% training samples) and train a DenseNet-121 (Huang et al., 2016)
model on the NIH ChestXray14 dataset (Wang et al., 2017b), as it is
a common architecture used for the task of lung disease classification.
Thereafter we select a batch of 128 pool images from the unlabeled
dataset. For each image we generate saliency maps for each class, set
up the graph nodes, calculate the feature vector of each node and the
similarity between nodes, as explained in Eq. (1). We then calculate the
multi-label informativeness score of each sample according to Eq. (8)
and select the top 3 samples of each class as informative samples. Using
these informative samples as base samples, we generate more infor-
mative samples using the steps described in Section 3.3. We rank the
synthetic samples using the sample informativeness score of Eq. (12).
The top informative samples are added along with the base image to the
training set and the classifier is updated. We then start another round
of finding informative base images and their variations, and continue
till there are no more informative samples, or the entire training set
has been used.

Our method is implemented in TensorFlow. We used Adam (Kingma
and Ba, 2014) with 𝛽1 = 0.93, 𝛽2 = 0.999, batch normalization, binary
cross-entropy loss, learning rate 1𝑒−4, 105 update iterations and early
stopping based on the validation accuracy. The architecture and trained
parameters were kept constant across compared approaches. Training
and testing were performed on an NVIDIA Titan X GPU having 12 GB
RAM.
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Images are fed into the network with size 320 × 320 pixels. We
mployed 4-fold data augmentation (i.e., each sample augmented four
imes) using simple random combinations of rotations ([−25, 25]◦),

translations ([−10, 10] pixels in horizontal and vertical directions), and
sotropic scaling ([0.95, 1.05] scaling factors). For the generation of
nterpretability saliency maps, we used default parameters of the iN-
vestigate implementation of Deep Taylor (Alber et al., 2019), as
ell as for GradCAM (Selvaraju et al., 2017), used to assess model
erformance for a different interpretability approach. We selected these
wo representative methods based on their popularity and the good
esults we have obtained (Mahapatra et al., 2022b; Silva et al., 2020;
ahapatra et al., 2022a). For uncertainty estimation, we used a to-

al of 𝑇 = 20 dropout samples with dropout distributed across all
ayers (Kendall and Gal, 2017).

.3. Dataset description

We used the CheXpert dataset (Irvin et al., 2019) consisting of
24,316 chest radiographs of 65,240 patients labeled for the presence
f common chest conditions. The training set has 223,414 images,
hile validation and test sets have 200 and 500 images, respectively.
he validation ground truth is obtained using majority voting from
nnotations of 3 board-certified radiologists. The consensus of 5 board-
ertified radiologists label test images. The test set evaluation protocol
s based on 5 disease labels: Atelectasis, Cardiomegaly, Consolidation,
dema, and Pleural Effusion.

Considering the fact that most publicly available medical image
atasets fall in the multi-class setting, the multi-label setting is re-
tricted to chest X-ray datasets. We also run our model on the NIH
hestXray14 dataset (Wang et al., 2017b) having 112,120 expert-
nnotated frontal-view X-rays from 30,805 unique patients.

Additionally, we also show results on the multi-class MedMNIST
ataset (Yang et al., 2021) due to its balanced and standardized datasets
panning across various modalities. We select subsets of the collection
ppropriate for multi-class disease classification, namely, (1) BreastM-
IST (Al-Dhabyani et al., 2020) having 546∕78∕156 breast ultrasound

mages (consisting of 2 classes) in the training/validation/test split for
alignancy detection; (2) DermaMNIST (Tschandl et al., 2018; Codella

t al., 2019) having 7007∕1003∕2005 training/validation/test dermato-
scope images for lesion classification (consisting of 7 classes), (3) Reti-
naMNIST (Liu et al., 2022) having 1080∕120∕400 training/validation/
test fundus images for diabetic retinopathy severity grading (consist-
ing of 5 classes), and (4) TissueMNIST having 165, 466∕23, 640∕47,280
training/validation/test Kidney Cortex Microscope images for multiple
disease classification (consisting of 8 classes). Another important reason
for choosing these datasets is the fact that other datasets show high
AUC values for the benchmark methods, while these datasets provide
the scope for demonstrating the advantages of informative sample
selection.

4.4. Interpretability saliency map generator

Image-specific saliency maps operate under the basic principle of
highlighting areas of an image that drive the prediction of a model.
The importance of these areas can be obtained by investigating the
flow of the gradients of a DL model calculated from the model’s output
to the input image, or by analyzing the effect of a pixel (or region)
to the output when that pixel (or region) is perturbed. This type of
visualization facilitates interpretability of a model but also serves as a
confirmatory tool to check that algorithm-based decisions align with
common domain knowledge (Reyes et al., 2020). To generate inter-
pretability saliency maps we use the iNNvestigate library (Alber et al.,
2019),1 which implements several known interpretability approaches.

1 https://github.com/albermax/innvestigate.
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We employ Deep Taylor, a known interpretability approach to generate
saliency maps, due to its ability to highlight informative regions while
yielding minimal importance to other regions. Deep Taylor operates
similarly as other interpretability approaches by decomposing back-
propagation gradients, of the studied model, into layer-wise relevance
maps of individual cell activations, as a function of a queried input
sample and class label (e.g. disease class) (Montavon et al., 2017).
GradCAM maps are obtained using the method of Selvaraju et al.
(2017). In Section 3.2 we have already described the approach for
graph construction.

4.5. Comparison and ablation methods

In this section, we present the main results obtained by our proposed
method GANDALF (Graph-based TrANsformer and Data Augmentation

ctive Learning Framework) and compare it with other AL methods
uch as (1) ‘GAL’- Graph-Based Active Learning (GAL) approach of Long
t al. (2008); (2) ‘LEMAL’: the ‘‘example-label based sampling strategy
LEMAL)’’ approach by Wu et al. (2014); (3) ‘CVIRS’- the Uncertainty
ampling based on ‘‘Category Vector Inconsistency and Ranking of
cores (CVIRS)’’ approach of Reyes et al. (2018); (4) ‘AlphaMix’ - the
‘Active Learning by Feature Mixing (Alpha-Mix)’’ method of Parvaneh
t al. (2022). We also compare with (5) the LADA method (Kim et al.,
021) that combines data augmentation and active learning but is
esigned for single-label cases, and with (6) our previous graph-based
ulti-label active learning method called ‘GESTALT’ (Mahapatra et al.,
022a). Our current method, GANDALF, is different from GESTALT
ince it combines data augmentation with Graph Multiset Transformer-
ased multi-label informative sample selection. (7) ‘Info-Max’ - the
raph Infomax method using Conditional Adversarial Networks in Xiao
t al. (2023). We use the graph info-max method in place of our graph
ultiset transformers; (8) ‘IAT’- the integrated attention transformer
ethod of Xiong et al. (2023) where we integrated the attention

ransformer (IAT) instead of our graph attention transformer.

. Results and discussion

.1. Comparative results for CheXpert dataset

For each baseline method, we measured the Area Under the Curve
AUC) for every 10% increment of training data to simulate an active
earning scenario. Table 1 shows the performance of different methods
t different percentages of the training data. Except for the random-
ased sample selection method, all the AL-based methods outperform
he fully-supervised learning model (FSL), confirming the benefits of
electing samples based on their informativeness. Among the other AL
ethods, the uncertainty-based approach required 70% of the training
ata to surpass FSL. This finding aligns with other similar works ,
here it has been observed AL methods outperforming the FSL baseline
ith lower percentages of data, Mayer and Timofte (2018), Yang et al.

2017) and Sourati et al. (2019) indicating the capability of AL methods
o boost the learning rate of trained models further. This behavior has
ot been fully explained in the literature, but we provide a possible
eason below. In any given dataset there are many samples with noisy
abels (inaccurate labels) or noisy images. When a classifier is fed
ll samples at random it encounters samples with different levels of
nformativeness and quality. As a result the classifier’s learning rate
nd final performance can be negatively impacted with respect to the
ituation where a model only uses highly informative samples that do
ot have ambiguous labels, leading to improved performance and faster
earning rates than a fully-supervised model (FSL).

Amongst other methods, AlphaMix and GAL are more competitive
nd show similar results. LEMAL and CVIRS perform slightly better
han a vanilla uncertainty approach since they are based on uncertainty
alculation. Our previously proposed method, GESTALT, does better
han these methods, while LADA is slightly worse than GESTALT. We

https://github.com/albermax/innvestigate
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Table 2
Ranking Loss (lower is better) and label ranking average precision (LRAP, higher is better) values for different methods in the multi-label 𝐾 = 5
setting.

Baseline methods GANDALF variants

DenseNet-121 Pham GESTALT GANDALF GANDALF GANDALF
(Pham et al., 2020) (Mahapatra et al., 2022a) 𝐺𝐴𝑇 𝐺𝐸𝑆𝑇𝐴𝐿𝑇

Rank-Loss ↓ 0.21 0.18 0.12 0.08 0.10 0.11
LRAP ↑ 0.8786 0.8934 0.9211 0.9381 0.9322 0.9288
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show results for two versions of GANDALF — GANDALF𝐷𝑇 , when
using saliency maps obtained with the Deep Taylor method, and
GANDALF𝐺𝐶 , when using GradCAM saliency maps. Of the two,
GANDALF𝐷𝑇 shows better results and we refer to it as GANDALF in
subsequent discussions.

As evidenced by the results, GANDALF yielded significant improve-
ments over GESTALT and LADA by integrating data augmentation
with multi-label AL. GESTALT outperforms FSL at 45% of labeled
data, whereas GANDALF outperforms FSL at 37% of training data.
This proves that the proposed approach requires significantly less la-
beled data to attain better performance. Although LADA combines data
augmentation with active learning, it does not consider the multi-
label scenario. The improved performance of GANDALF is attributed
to the fact that: (a) it uses a better method to select most informative
samples based on multi-label interactions, and (2) it leverages data
augmentation to generate more informative synthetic samples based
on multi-label interactions. We demonstrate this through a series of
ablation experiments, presented below.

5.2. Ablation studies

We attribute the improved performance of GANDALF to the fol-
lowing factors: (1) integration of data augmentation with multi-label
active learning; (2) use of graph attention transformers that improve
the representation capacity of graphs and do a better job than GESTALT
in identifying informative samples in a multi-label setting. We con-
ducted ablation studies on GANDALF𝐷𝑇 to quantify their individual
ontributions. The results are summarized in Table 1.

In the first set of experiments, we remove the data augmentation
art from the pipeline and use only the initially identified informative
amples and use very basic augmentation strategies like rotation, trans-
ation, and scaling instead of our proposed informative augmentation.

e refer to this method as GANDALF𝑐𝑜𝑛−𝐷𝐴 (i.e., GANDALF𝐷𝑇 using
conventional data augmentation). This setting can be seen as GESTALT
with a different method to identify multi-label informative samples. The
fact that GANDALF𝑐𝑜𝑛−𝐷𝐴 does better than GESTALT shows the merit
of our newly proposed method for multi-label sample selection.

A second variant of GANDALF𝐷𝑇 consists of using GESTALT for
sample informativeness, and combining it with the informative aug-
mentation of GANDALF, which we term as GANDALF𝐺𝐸𝑆𝑇𝐴𝐿𝑇 . This
method does better than GESTALT due to the added informative aug-
mentation but fares worse than GANDALF. We argue this is due to
the use of graph transformer networks, doing a better job of learn-
ing the global dependencies, and being more accurate in identifying
informative samples.

The final AUC values (i.e., at 100% data) were derived from an
average of 10 runs to reduce stochasticity effects, and the statistical sig-
nificance concerning GANDALF’s results was calculated using a paired
𝑡−test, with 𝑝−values shown in Table 1.

5.3. Importance of graph multi set pooling

To quantify the importance of graph multi-set pooling we perform
a set of experiments where we replace the multi-set pooling with con-
ventional pooling and report the results in Table 1 as GANDALF𝑝𝑜𝑜𝑙𝑖𝑛𝑔 .
We observe a significant drop in performance compared to the original
method (GANDALF ). This clearly shows that the multiset pooling has
9

𝐷𝑇 o
a significant role in the improved performance of our method as it leads
to better feature learning. In further ablation studies we completely
remove the graph attention, and self attention, and show the results in
Table 1 as GANDALF𝑛𝑜−𝐺𝐴𝑇 , and GANDALF𝑛𝑜−𝑆𝐴, respectively. The in-
dividual results clearly show the importance of each of the components
of the graph pooling stage.

We also investigate the role of the parameters 𝑘 and 𝑛. The param-
eter 𝑛 is the number of input nodes, which corresponds to the number
of labels for the input image. In our experiments we use 𝑛 = 5 since
the test set of CheXpert dataset evaluates on 5 diseased labels. If we
decrease the value of 𝑛 we observe a decrease in performance since
fewer nodes result in inferior learning of features. On the other hand
by increasing 𝑛 we obtain improved performance since more nodes
(disease labels) improve the feature learning ability of the network.
This comes at increased computation cost. For the NIH dataset using
𝑛 = 14 gives an AUC of almost 0.95 (Fig. 6). This drops to AUC =
0.92 when using 𝑛 = 5, but takes 15% less time in computing the
multilabel informativeness score. This illustrates the tradeoff between
method efficiency and accuracy.

The parameter 𝑘 denotes the dimensions of the Graph Multiset Pool-
ng stage. In our experiments we set 𝑘 = 3 (k𝑖𝑛𝑡) for the intermediate
ayers while 𝑘 = 1 for the final layer (k𝑓𝑖𝑛). We observe that k𝑖𝑛𝑡 = 3

is the optimal value. For k𝑖𝑛𝑡 = 4 there is no significant change in
performance but the computation cost increased by 5%. For k𝑖𝑛𝑡 = 2,
lthough the computation cost reduces by 8% the performance drops
y 10%. Hence k𝑖𝑛𝑡 = 3 is the optimal value for intermediate layers
ound for this dataset. We set k𝑓𝑖𝑛 = 1 for easy interpretation of the
inal value of 𝑀𝐿𝐼𝑛𝑓𝑜. In such a situation k𝑓𝑖𝑛 = 2 does not make much
ense.

.4. Influence of multiple labels on learning

We analyzed the performance levels of different benchmarked mod-
ls trained with samples having co-occurring disease labels. Since there
re relatively few samples with a large number of co-occurring labels,
e tested performance for different number, 𝐾, of co-occurring labels.
s evaluation metrics, we evaluated two different metrics suggested

or multi-class scenarios and available within scikit-learn (Pedregosa
t al., 2011): (1) Label Ranking Average Precision (LRAP), which
easures the label rankings of each sample, where ranking is based

n the model’s prediction scores. LRAP values are bounded [0,1], with
being the perfect score. (2) Ranking Loss (Tsoumakas et al., 2009),
hich averages over the samples the number of label pairs incorrectly
rdered, with a perfect score at zero.

In Table 2 we show results for 𝐾 = 5 and observe that GAN-
ALF gives the best performance as per the lowest Ranking loss and
ighest LRAP values. There are clear improvements over the baseline
enseNet-121, and the results of GESTALT (Mahapatra et al., 2022a;
ham et al., 2020), which is the second-best ranked method for the
heXpert dataset. This demonstrates that our approach of using graph
ransformers identifies more informative multi-label samples because

f the self-attention module of transformers.



Medical Image Analysis 93 (2024) 103075D. Mahapatra et al.
Fig. 5. AUC measures for different features for added Gaussian noise of 𝜇 = 0 and
different 𝜎.

Fig. 6. Additional dataset — NIH DataSet: AUC measures at different percentage levels
of training percentage for baselines (indicated with dotted lines) and the proposed
GANDALF approach, including three investigated variants. As a reference, the AUC of
a fully-supervised model (FSL) is also included as a horizontal line. Improved learning
rates and model performance is observed for the proposed GANDALF approach.

5.5. Robustness and generalization

To test the robustness of the proposed approach, we added simu-
lated noise of 𝜇 = 0 and different 𝜎 ∈ {0.005, 0.01, 0.015, 0.05, 0.1}. Fig. 5
shows the AUC values for the baseline performance of GANDALF and
different 𝜎. The results are close to GANDALF for 𝜎 = 0.005, 0.01, but
start to degrade significantly for noise levels above 𝜎 = 0.01, which we
term as noise threshold. As expected, the performance of all methods
degrades as more noise is added. However, the proposed GANDALF
approach performs better than others and is more robust.

5.6. Performance on additional datasets

In Fig. 6 we show result obtained for the NIH dataset across different
methods. The trend is similar to the results shown in Table 1 wherein
different active learning methods outperform the fully supervised learn-
ing method at a lower training data percentage, and the proposed
GANDALF approach outperform other methods.

Fig. 7 shows the learning plots for the MedMNIST datasets us-
ing GANDALF and other baseline methods for comparison. Results
of the NIH and MedMNIST datasets clearly demonstrate the perfor-
mance improvement of our proposed multi-label approach is relevant
across different chest X-ray datasets and also generalizes well to the
multi-class setting.
10
Fig. 7. MedMNIST DataSets: AUC measures at different percentage levels of training
percentage for the proposed GANDALF approach and four multi-label Al learning
approaches. As reference, AUC of a fully-supervised model (FSL) is also included as
an horizontal line. Improved learning rates and model performance is observed for our
proposed GANDALF approach which outperforms other state of the art methods. (a)
Dermatology; (b) Retinal fundus images; (c) Breast dataset; (d) Tissue dataset.
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Table 3
AUC values for GANDALF for different values of the parameters 𝜂1, 𝜂2, 𝜂3, 𝛾1, 𝛾2.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

𝜂1 93.6 94.1 94.7 95.3 94.8 94.0 93.5 92.8 92.1 91.7 91.2
𝜂2 95.5 96.4 95.9 95.2 94.8 94.3 93.5 92.9 92.3 91.7 91.1
𝜂3 94.3 95.2 96.1 97.5 96.7 96.0 95.4 94.8 94.1 93.6 92.9
𝛾1 96.7 98.1 96.8 96.0 95.6 94.9 94.2 92.7 92.1 91.8 91.2
𝛾2 96.8 98.2 96.9 96.2 95.7 94.8 94.1 92.5 91.8 91.3 90.6

5.7. Hyperparameter settings

For hyperparameter selection we adopt the following steps to set the
value of 𝜂1, 𝜂2, 𝜂3. For 𝜂1 we varied the values from [0, 1] in steps of 0.05,
keeping 𝜂2 = 0.05, 𝜂3 = 0.35. The best results were obtained for 𝜂1 = 0.3,
which was our final value. Following similar steps, we set 𝜂2 = 0.1,
while keeping 𝜂1 = 0.3, 𝜂3 = 0.35. Thereafter we fix 𝜂1 = 0.3, 𝜂2 = 0.1,
and vary the values for 𝜂3 and get the best results were obtained for
𝜂3 = 0.3. While obtaining the optimal values of 𝜂1, 𝜂2, 𝜂3 we keep fixed
𝛾1 = 0.2 and 𝛾2 = 0.2. After setting the values of 𝜂1, 𝜂2, 𝜂3 we vary 𝛾1, 𝛾2
and obtain the best values for 𝛾1 = 0.1 and 𝛾2 = 0.1. The sensitivity of
the different parameters is shown in Table 3.

The threshold 𝜂1 is used to ensure that the probability values of
the generated image do not change significantly as to make it uninfor-
mative. For example, if 𝑝𝑘𝐼𝑛 is close to 0.9 then the generated image
is not very informative as the classifier is very confident about the
prediction. In such a case the score function 𝑆𝑐𝑜𝑟𝑒𝑙𝑎𝑏𝑒𝑙 is assigned a
negative value of 0.1 (𝛾1). This ensures that this particular sample’s
informativeness is reduced and is given less importance in selecting
informative synthesized samples. We observe that large high negative
values for 𝛾1 set a disproportionate importance to the probability score
and will unfairly reduce the score of the sample despite a high value
for 𝑆𝑐𝑜𝑟𝑒𝑟𝑒𝑑 .

The threshold parameters 𝜂2, 𝜂3 control the degree of redundancy
that may be allowed for the generated images. We want that the
generated images should have a minimum degree of novelty which
is controlled by 𝜂2 = 0.05. Quantitatively, this may be interpreted as
the multilabel informativeness score changes by at least 5%. On the
other hand a large change of the informativeness score indicates major
distortions to the image, which can be attributed to an ‘outlier’ image.
Hence the upper threshold 𝜂3 = 0.25 indicates a limit change of 25% of
the image’s informativeness score. This ensures that the transformed
images are not too different from the base image. The penalty 𝛾2’s
optimal value is 0.1 since large high values give disproportionate
importance to the redundancy score.

5.8. Importance of score values

We investigate the importance of each of the scoring terms in
Eq. (12). Table 1 show the performance measures when using only
Score𝑟𝑒𝑑 (GANDALF𝑟𝑒𝑑) and only Score𝑙𝑎𝑏𝑒𝑙 (GANDALF𝑙𝑎𝑏𝑒𝑙). The results
clearly show that discarding either of the terms degrades the perfor-
mance. Excluding Score𝑟𝑒𝑑 leads to worse performance than excluding
Score𝑙𝑎𝑏𝑒𝑙. This may be explained by the fact that the redundancy
score uses the multilabel informativeness score ML𝑖𝑛𝑓𝑜 to determine
informative samples.

In another set of experiments we take 50% of the labeled training set
for which we get an AUC value of 94.90 as shown in Table 1. Thereafter
we vary the values of 𝜆1 and 𝜆2 between [0.2, 1.5] in steps of 0.05. The
AUC values are shown as a heat map in Fig. 8. We observe that the
highest AUC is obtained when 0.9 ≤ 𝜆1 ≤ 1.1 and 0.8 ≤ 𝜆2 ≤ 1.05.
This makes 𝜆1 = 𝜆2 = 1 a good choice for robustness across different
datasets.
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Fig. 8. Heat map showing AUC values at 50% labeled training data for different values
of 𝜆1 , 𝜆2.

5.9. Computation time

For a training dataset of 100,000 images of size 320 × 320, the
training time for different methods on an NVIDIA Titan X GPU having
12 GB RAM is summarized in Table 4. Compared to GESTALT, our
proposed GANDALF method has an 8% higher training time. This is due
to the extra computations involved in the informative augmentation
and graph transformer attention which is an integral part of the process.
However, the resulting performance improvement justifies the added
complexity of our method. GESTLAT also shows a 12% higher training
time than the other conventional approaches due to the additional
computations and graph construction involved. The inference time for
a single image is also summarized in Table 4 for different methods.

5.10. Image visualizations

In this section we show different visualizations that highlight the
role of saliency maps. To generate interpretability saliency maps we use
the iNNvestigate library (Alber et al., 2019),2 which implements several
known interpretability approaches. We employ Deep Taylor, a known
interpretability approach to generate saliency maps, due to its ability
to highlight informative regions while yielding minimal importance to
other regions. Deep Taylor operates similarly as other interpretability
approaches by decomposing back-propagation gradients, of the studied
model, into layer-wise relevance maps of individual cell activations, as
a function of a queried input sample and class label (e.g. disease class).
Each neuron of a deep network is viewed as a function that can be
expanded and decomposed on its input variables. The decompositions
of multiple neurons are then aggregated or propagated backwards,
resulting in a saliency map (Montavon et al., 2017).

Fig. 9 shows the saliency map visualizations using Deep Taylor and
Grad-CAM for two images. The image in the top row has similar regions
highlighted by both approaches. However, for the bottom row image
the localized regions are quite different. Deep Taylor method highlights
regions near the lung but the Grad-CAM method tends to localize an
area beyond the lung region where there is no anatomy of interest.
This justifies our choice of using Deep Taylor approach for generating
saliency maps. Overall, in this study we selected DeepTaylor because
of its greater accuracy in highlighting important regions.

2 https://github.com/albermax/innvestigate.

https://github.com/albermax/innvestigate
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Table 4
Training and inference time for different methods.

Training phase — Time in hours

DenseNet-121 Random Unc GESTALT GAL LEMAL CVIRS AlfaMix GANDALF GANDALF GANDALF
(Mahapatra
et al., 2022a)

(Long et al.,
2008)

(Wu et al.,
2014)

(Reyes et al.,
2018)

(Parvaneh
et al., 2022)

𝐺𝐴𝑇 𝐺𝐸𝑆𝑇𝐴𝐿𝑇

18(0.67𝑇 ) 18.5(0.69𝑇 ) 19.5(0.72𝑇 ) 25(0.93𝑇 ) 23.5(0.87𝑇 ) 20(0.74𝑇 ) 21.5(0.8𝑇 ) 24(0.89𝑇 ) 27(𝑇 ) 26.5(0.98𝑇 ) 26.1(0.97𝑇 )

Test/Inference phase — Time in seconds

0.18 0.19 0.2 0.32 0.28 0.22 0.24 0.3 0.4 0.4 0.4
Table 5
Results for low data scenarios: AUC values for different baselines and proposed approach along with ablation studies. The 𝑝−values are with respect to GANDALF. DT:
DeepTaylor; GC: GradCAM; Warm: Warm AL start; red: GANDALF with only redundancy avoidance; label: GANDALF with only label preservation; con-DA: Conventional Data
Augmentation; GESTALT: GESTALT for sample informativeness, and GANDALF for informative augmentation; pooling: Conventional pooling; no-GAT: No Graph Attention; no-SA: No
Self-Attention.

0.5% 1% 1.5% 2% 2.5% 3% p-

Random 33.3 34.1 34.9 35.7 36.6 37.1 <0.001
Entropy 39.1 39.9 40.6 41.5 42.8 44.1 <0.001
Unc 42.8 43.7 44.9 45.8 46.9 48.1 <0.001
LEMAL (Wu et al., 2014) 44.7 46.1 47.6 48.7 50.1 51.2 <0.001
CVIRS (Reyes et al., 2018) 46.4 47.7 48.9 50.3 51.5 52.3 0.001
AlphaMix (Parvaneh et al., 2022) 48.7 49.8 50.3 51.5 52.6 53.8 0.005
GAL (Long et al., 2008) 48.9 49.9 51.1 52.4 53.6 54.8 0.007
LADA (Kim et al., 2021) 49.6 50.9 52.0 53.2 54.6 55.8 0.001
GESTALT (Mahapatra et al., 2022a) 50.5 51.6 52.9 53.9 55.0 56.4 0.02
Info-Max (Xiao et al., 2023) 50.1 51.2 52.4 53.5 54.6 55.8 0.02
IAT (Xiong et al., 2023) 50.7 51.5 52.6 53.7 54.8 56.1 0.02
GANDALF𝐷𝑇 52.8 54.2 55.6 57.2 58.3 59.9 –
GANDALF𝐷𝑇−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡 49.9 51.2 52.3 53.4 54.9 56.0 0.001
GANDALF𝐺𝐶 52.5 53.9 55.3 56.9 58.0 59.4 0.07
GANDALF𝐺𝐶−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡 49.5 50.9 52.0 53.1 54.5 55.5 0.001
GANDALF𝑊 𝑎𝑟𝑚 54.1 55.8 57.1 58.7 59.8 61.3 0.041
GANDALF𝑊 𝑎𝑟𝑚−𝑁𝑜𝑊 𝑒𝑖𝑔ℎ𝑡 52.1 53.6 55.0 56.5 57.7 59.1 0.001

Ablation studies

GANDALF𝑟𝑒𝑑 48.4 49.5 50.0 51.1 52.2 53.5 0.03
GANDALF𝑙𝑎𝑏𝑒𝑙 46.1 47.4 48.5 49.9 51.2 52.0 0.03
GANDALF𝑐𝑜𝑛−𝐷𝐴 52.1 53.6 55.0 56.5 57.6 59.1 0.034
GANDALF𝐺𝐸𝑆𝑇𝐴𝐿𝑇 52.4 53.9 55.3 56.9 57.8 59.5 0.032
GANDALF𝑝𝑜𝑜𝑙𝑖𝑛𝑔 44.3 45.7 47.2 48.3 49.8 50.8 0.032
GANDALF𝑛𝑜−𝐺𝐴𝑇 42.9 43.8 45.1 45.9 47.0 48.2 0.03
GANDALF𝑛𝑜−𝑀𝐻𝑆𝐴 42.6 43.5 44.8 45.7 46.8 48.0 0.011
Fig. 9. Comparative visualization of GradCAM and Deep Taylor models. (a) original
image; Saliency maps using (b) Deep Taylor method; (c) Grad-CAM method. Especially
for the bottom row image, the Deep Taylor method gives a more accurate localization
of informative regions than Grad-CAM.

5.10.1. Visualization of informative augmentation
In Fig. 10(a) we show base informative images with the diseased

region annotated by a radiologist with over 15 years of experience and
Fig. 10(b) shows the corresponding saliency maps. Subsequent columns
show the saliency maps of different informative images generated by
12
our method using our sampling approach. We show the saliency maps
as changes in the informative image content can be easily discerned
than looking at the original images. It is quite obvious that the saliency
maps of generated images sufficiently differ from the base image to
indicate informativeness and at the same time preserve the content of
the base image.

5.10.2. Graph visualization
Fig. 11 shows examples of informative and uninformative images

from the same batch. Saliency maps of each class is generated for
the images. In this example case we show an example for 5 classes
with same number of saliency maps. The resulting graph is with the
edge weights indicated by the respective values. After one stage of
applying GAT the map is reduced to a graph with 3 nodes and then
finally a single value ML𝑖𝑛𝑓𝑜 is obtained that quantifies the graph’s
informativeness. We note that the informative image yields ML𝑖𝑛𝑓𝑜 =
67, whereas the uninformative images yields a lower value of ML𝑖𝑛𝑓𝑜 =
32. The graph weights have been scaled to a range of 1 − 25, while the
ML𝑖𝑛𝑓𝑜 is scaled to a range of 1 − 100 for every batch of images.

5.11. Results for low data scenarios

We conduct experiments to test our method’s efficacy in low-label
scenarios by varying the datasets from 0.5% to 3% an d summarizing
the results in Table 5. The results show that although our method
obtains better results than competing methods, it still requires more
data to reach the optimum performance. In order to perform well on
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Fig. 10. (a) Base informative image with expert-annotated outlines of diagnosed conditions. Saliency maps for different methods: (b) base image; (c)–(e) Different informative
images generated from the base image. Top row shows Pleural Effusion image and bottom row shows Atelactasis.
Fig. 11. Illustration of graph construction of informative and non-informative images.

very low data scenarios the method needs to be modified significantly
with an entirely new approach.

6. Conclusions

In this paper, we present a novel approach for multi-label active
learning that combines active learning with data augmentation. We re-
fer to the proposed method as ‘‘GANDALF’’ (Graph-based TrANsformer
and Data Augmentation Active Learning Framework). The key mo-
tivation in combining active learning with data augmentation is to
leverage their mutually complementary strengths and ensure that the
data augmentation step also generates informative samples from an
informative base sample.

Unlike most current works that deal with multi-class AL, we focus
on multi-label AL, where a given sample can have more than one
disease label. To learn the interaction between different disease labels,
we use graphs to quantify the informativeness of each sample. Going
beyond (Mahapatra et al., 2022a), which proposes simple aggrega-
tion strategies such as mean and the sum of node weights, we use
graph attention transformers with graph neural networks to learn more
discriminative graph aggregations.

Complementing the improved graph aggregation strategy is the
informative augmentation step that takes a base informative image,
generates augmented versions, and calculates a score based on label
preservation and informativeness of the augmented images. The overall
13
informativeness of the augmented samples is the sum of the two scores,
and the most informative samples are added to the training set for
further training.

Our proposed GANDALF method yields better results than our previ-
ous method, GESTALT (Mahapatra et al., 2022a), and other competing
methods. Subsequent ablation studies also highlight the importance
of the graph attention transformers and the informative augmentation
step in the overall performance of GANDALF.

In future work, we aim to test our model on other multi-label
medical image datasets. We also aim to test its robustness and gen-
eralizability to different classification architectures and segmentation
methods. We also anticipate that transformers will play a greater
role in graph-based interpretability and active learning tasks. Hence,
our future focus will be on exploiting the properties of graph atten-
tion transformers to learn more powerful graph representations on
multi-omics dataset combining imaging and non-imaging information.
Current active learning methods are typically tested with initial dataset
sizes in the order of 10% of the total available data, as also performed
in this study. An interesting avenue of further research includes the
combination of new approaches proposed to work under more extreme
low-label regimes, such as Taher et al. (2023) and Chen et al. (2023a,b)
for active learning scenarios.
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